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The title should tell you what your research was about: d ison, impl o, ec.

Marvin Chandra Wijaya

Firct e Surneons (Correct already: First name = Marvin Chandva, Surname = Wijaya)

The sum of abstracts = keywords= should be 1800-1900 characters with spaces. One of the biggest constraints in rultimedia streaming is network congestion. Congestion occurs when too
The abstracts should contain the following information: much data i sent over the network simultaneouely_ Congestion is unavoidable and uncontrollable by the system. as
- object of research users control much of the data being transmitted. When the network is overloaded, data will be lost or the speed will
- problem that was solved slow dowa, decreasing streaming quality. Congestion is mare Likely o occur on wireless networks such as 4G, 3G, ot
~ results obtained WiFi, where signal sirength and interference can fluctuate rapidly [10]. Public network usage can cause batlenecks for
- briefinterpretation of the results (what explains them) a1l network users. Conzsstion bottlenscks often occur in crowded arese or
- features and distinctive features of the results obtained, thanks to which they allowed to solve the

problem under study
- the scope and conditions of practical use of the results obtained

2, Literature review and problem statement

How this section should be structured: The paper [..] < It is shown that .. But the rearestilln resolved
questions related to... The reasons of it can be (objective difficulties connected to..., prncipal mmpessibility..., costly
part in the plan ., which makes the comesponding researches inexpedient, etc.). An option to overcome the relevant
difficulties can be__ This is the approach used in [ ], however _ All fhis allows us to argue that it is appropriate to
conduct a study devoted to.

Keywords:

1. Introduction

In the section Introduction it is necessary to justify the relevance to the present scientific topics. I pay attention -
not the relevance of this work (article), but exactly the topic. It is necessary to give arguments in favor of the fact that it
it very important to carry out research on this topic, and that the results of such research are needed in practice.

Affer all, it may tum out that the topic itself is no longer needed, outdated, becanse science is slready much
further shead. In this case, why waste time on research? Note that relevance is understood precisely in the sense of the
importance of this scientific topic (issue), not in the sense of this work (article).

If such arguments will be given, it is clear why further analysis of the literature _ since this scientific topic is
important, it is necessary to understand what achievements in the research of this topic already have and what do not,
and therefore requires a new study.

Thus, the logic of the construction of the article should be as follows:

The Infroduction section proves that this research topic needs to be dealt with, hence the Literature review and
problem statement section nesds to identify what parts of the problem are unresolved and require research, hence the
justified purpose of the research which is set out in The aims and objectives of the research section

Therefore, in the Introduction section it is not necessary to anotate vour article (This article explores.__), and
this section should end with a text that will conclude that this resean:h topic (problematic) is relevant. For exemple:

erefore, research on the development of so-and-so is rel

paramsters. The system uses 2 realtime feedback loop based on the processed RTCP reports to determine the bitrate or
frame rate of the RTP (Real-Time Transport Protocol) video stream The decision logic is defined with several
predefined thresholds. For example, if packet loss exceeds 3% or if the RTT exceeds 150 ms, the control medule will
redure the stresming bitrate and frame rate to allow the stream to continue. Similarky, i network conditions improve,
the system will zradually merease the quality seftinzs

Designing an adaptive congestion control mechanism that uses intelligent RTCP feedback requires real-time
monitoring of network conditions. RTCP reports need to be analyzed, which contain important metrics such a3 packet
Toss, jitter, round-trip time (RTT), and delay variation Based on fhese parameters, the syster will make real-time
decisions to adjust streaming parameters such as bitrate, packet rate, and video frame rate. The proposed mechanism
will include a decision engine that works as follows:

= RTCP feedback is received periodically (every 1-2 seconds);

— The system analyzes key metrics:

— Redure the bitrate and frame rate if packet loss exceeds 5%

— Increase buffering or reduce the packet rate if itter is greater than 30 ms;

— Redure the packet transmission frequency if RTT i& greater than 150 me.

Algerithm 1 will be implemented using 2 multimedia framewerk such as GStreamer. A script with fhis logic is
added in Python to control the bitrate and frame rate dynamically. RTCP data will be recorded using the built-in

3. The aim and objectives of the study monitoring tool

This study aims to improve the quality of resl-time multimedia streaming using RTP and ETCP. This
improvement is achieved through the development of an adaptive congestion control system that can respond to varying
network conditions.

‘The objectives of this study can be summarized as follows:

— to test the limitations of existing RTP and RTCP congestion control mechanisms, especially under unstable or

These wresolved issuss are due to objective constraints (such ac packet feedback rate and codec adaptation
rate), the need for appropriate complexity desien in multimedia prosyamming alzorifhms, and the lack of intesration
with existing RTP inffastructue.

Algorithm 1 : Adaptive TP Congestion Control Based on RTCP Feedback

varizble network conditions: Min Bitrate — 300
~ to design and implement e adaptive real-time tuning svstem by leverasing RTCP feedback to dvnamically Max Bitrate < 2000
modify streaming parameters and evaluate video streaming quality under various network scenarios: Min Frame Rate — 15
—to compare the results of the proposed system with standard RTP and RTCP systems. Max Frame Rate — 30
Start Stream()
4, Materials and methods While Streznmne Ts Active Do

Ricp Feedback — Get Ricp Rep

‘The object of study is a real-time multimedia streaming system based on RTRRTCP, which focuses on handling ort()
Packet Loss «— Ricp Feedback Packet Loss

network conzestion fo maintain media quality in unstable network conditions.
The subject of this research is developing an adeptive congestion control mechaninm to improve multimedia Jitter «— Ricp Feedback Jitter

streaming performance wsing RIPRTCP as reaktime feedback fo adjust stremming parameters based on zetwork Rit — Ricp Feedback Round Trip Time

cond:tions. IfPacket Loss > 3 Or Rt > 150 Then
“This study hypothesizes that implementing an adaptive congestion contrel mechanism based on real-tine RTCP Bitrate « Max{Bitrate * 0.8, Men Bitrate)

£eedback will improve the quality, stability, and responsivencss of multimedia steaming. The quality of RTRRTCE Frame Rate — Max(Frame Rate - 5, Min Frame Rate)

miltimedia streaming with adaptive consestion control will be better than that of a standard RTPRTCP svstem. Else If Jitter > 30 Then

Bitrate « Max(Bitrate * 0.9, Mn Bitrate)

X Else If Packet Loss < 1 And Jitter < 10 And Bt < 80 Then

names are not allowed. Bitrate — Min(Bitrate * 1.1, Max Bitrate)
Section title no more than 10-12 words Frame Rate — Min(Frame Rate + 2, Max Frame Rate)
‘This study wall conduct a detailed analvsis of how RTP and RTCP operate in real-time streaming to identify the

limitations of the RTP and RTCP standards. RTP and RTCP are complementary standard protocols for real-time data Lpdale Stream Settings(Bitrate, Frame Rate)
)

transmission over IP networks, such as audio and videc. The relationship between RTP and RTCP is based on how Wait(2 Seconds,
RTCP sends feedback and examines how RTP responds to this feadback during network: conzestion End While

‘Therefore, this study will utilize simulation tools to observe the behavior of RTRRTCP in real-time conditions. Stop Stream()
(GStreamer software will be used to simulate multimedia streaming under various network conditions. Key performance End

mdicators such as packet loss, jitter, delay, and video quality wall be monitored and recorded.

Some experimental scenarios include the following: Due to its flexibility and real-time processing capabilities, this adaptive streaming system prototvpe was built

~ sudden bandwidth drops of increases: using the GSTeamer multimedia framswork. The system consists of the followine strearaing pipelimes
- network consestion due to backsround traffic; - Sender Side: A GStreamer pipeline that captures and encodes the video sowre, sends it over RTP, and
= varizble delays and jitter, as found in cellular o wireless networls. incorporates RTCP feedback handling,

By observing the data callected in these various situations, this study can identify specific weakmesses in each ~ Receiver Side: A related pipaline that decodes and plays the video and sensrates RTCP reports for the sender.

condition. The data collected will be corpared across various scemarios to analyze which issuss are serious, fatal, and
Srequently occurming.

4.2, Designing an Adaptive Mechanism Using Feedback from Real-Time Transport
2 stepwize approach was used to desizn and Implement an adsptive RTPRTCP streaming system capable of
custoraizing streaming parameters based on chanzing network conditions. This approach involved sveter architecture,
implementation with GStreamer, medeling various network conditions, and experimental testing using the
aforementioned metrics.

RTCP allows the receiver to periodically send reperts, which in this case can include reports that provide packet
loss rates, round-trip delay (RTT), and jitter. Real-time data from ETCP i then processed usme Python to adjust TP

A GStreamer pipeline, shown in Fis. 1, captres and creates a video sream with RTP and RICP payloads. The
adaptive logic wes developed using a Python seript layered on top of the standard Gtreamer pipeline (Algorithm 2).
The Prthon script acts as an RTCP listener, receving all RTCP messazes. The data is then processed, and the results
are applied to dynamic commmands in the encoder pipeline (10 reduce or contigure the bitrate or fames per second).



Bin / pipeline

Element Element Element
(File plugin) (Decoder) (ALSA)
Sink i

Source @

Fig. 1. Gstreamer Pipeline

Algorithm 2 : Real-Time Adaptive GStreamer Script (Pythox)

mport 51
girequire version{Gst, 1.0
girequire version{ GstRip, 1.0}
from gl repository import Get, GObject
impart time
Gt init(None)
pipeline = Gst.parse laumch(™""
ﬁlmc lommFsamnle mp4 ! decodebmname—dec
dec. | wid ‘butrate=1300 speed-preset=superfast !
tph26dpay |
quene | udpsink hoet=127.00.1 panSODO )l
encoder = pipeline get by name(" ence

packet loss =zet packet loss simulated()
Jitter = zet jitter simulated()
rit=get nit simulated()
ifpacket loss> 5 orrtt > 130:
bitrate = max{int(bitrate * 0.8}, 300)
elif jitter > 30:
bitrate = max(int(hitrate = 0.5), 500)
elif packet loss = 1 and jitter < 10 and rit < 80
bitrate = min{int(bitrate * 1.1), 2000)
encoder set property(“bitrate”, bitrate)
print(f" Adjusted bitrate to: {bitrate} kbps")
time.sleep(2) # interval between RTCP checks
defget packet loss simulated():
retum randem. ::hm:e([OJ 2,6.8D
def et jitter simml
retum random choice{[, 10, 20, 35, 507)
defget rit simulated():
retum random choice([30, 100, 150, 200T)
pipeline.set state(Cst. State PLAYING)
import threading
import random
threading Thread(target=moniter rtcp and adapt, deemon=True) start()
loop = GObject Mainloop(}
fry:

loop.ran{)
except Kevboardlnterrupt:

pass
pipeline.set state(Gst.State NULL)

4.3.) for Ce

The success of the proposed adanm‘e ETPRICP streammng svstem was measured using an experimental
pproach, comparing the two proposed systems. The experiment was structured by creating two streaming svstems
perating in parallel. The first svstem was desianed with a standard RTP/RTCP confizuration, and the second system

£ In Scenario €, RTCP did not trigeer any dvnamic response despite hish jitter and packet loss. The feedback
remained passive, and the svstem failed to adapt.

£ Active conzestion control was not frigzered in any scenario becauss RTPRTCP's default behavior ie not
adaptive without 2n sxtemal controller.

L RTCP feedback iterval (5 seconds) was too slow to react to fast network changes.

5.2, Performance Data of the Designed Adaptive Mechanism

Tahle 2 shows the behavior of the adaptive n responze to changing network conditions when it
mekes decisions based on RTCP feedback. The test runs for 70 seconds, during which packet loss, jitter, and round-trip
time (RTT) are recorded and reported in the table.

Tzble 2
Data from a test where the adaphw mechamism was zpplied under changing network conditions
[Time (sfPacket Loss (% TT (ms)Jitter (msfBitrate (kbps)[Frame Rate (fps|Condition Descriptior]

0-10 |03 B 1500 30 [Normal stable
10-20 |55 160 40 1200 125

2030 |78 220 48 900 20

3040 3.5 300 60 700 15 s

40-30 |40 180 130 1000 120 |Gradual recovery
50-60 [12 100 15 1300 28 Stable azain
6070 0.5 70 10 1300 130 [Normal restorad

IT IS NOT CORRECT TO END THE SECTION WITH THE TABLE. WE NEED SOME KIND OF
INTERFRETATION

5. 3. Comparative performance results of the proposed and standard systems
Table 3 compares the performance of the standard RTP svstem and the adaptive RTP/RTCP system durinz a 70-
second simulated session with varizble network quality.

Teble 3
Compamon of adaptive RTPRTC? and standard RTPRTCP
There should be no empty cells m the table

IT IS NOT CORRECT TO END THE SECTION WITH THE TABLE WE NEED SOME KIND O
INTERFRETATION

used an adeptive RTPRTCP configuration. These systems were built using the same approach and tested under
identical network conditions. The performance of each streaming system was measured using controlled and repeatable
expenmeuts The first streaming system used a standard RTP protecol confizuration with a fixed bitrate and frame rate.
The second streaming system used an adaptive system equipped with an alzorithm capable of contimuously monitoring
RTCP feedback (packet loss, jitter, and round-trip time). The results of this feedback were used to adjust the video
itrzte and frame rate unzc]seh- simultenecusly, and linearly. Both systems were destamed to use the same video source
and encode it in the same settings. Each video stream used H.264 encoding for testing. Testing was conducted on
identical hardware and completed under the same virtual LAN conditions,

Several different and unstable network conditions were simulated using Traffic Control (TC) to simulate real-
world network conditions. Traffic Control was desizned with network desradation and recovery scemarios at a
controlled rate. The network condition changes implemented wers as follows:

— Packet loss (ranging from 2 to 10%);

— Bandwidth throttling (from a maximum bandwidth of 1500 kbps to a standard 400 kbops);

- Artificial delav or latency (up to 300 milliseconds);
— Jitter (or delay variation, between 10 ms and 60 ms).

The test scenario lasted between 60 and 70 seconds, covermg the network moving through three phases: a
normal phase (with stable parameters), a degraded phase (with applisd interference), and a recovery phase (where
deEraded parameters are restored o\-erhme) Both systems were tested independently using the same network scenario.

i was repeated mul imes to avold random chance influencing the results.

The title of the section should

5. Performance Data of Existing and Adaptive Congestion Control Systems
‘be specific and correspond to the essence of the article
. 1. Experimental Data on Linitaions of Real-Tinue Transgort Congestion Cantrol s-brsicsns

section names are not allowed
Data acquisition was perfermed to analyze how RTP (Real-time Transport Protocel) and RTCP (Real-time

Transpert Contrel Protocol) operate in real-time streaming and idemtify their limitations using Wireshark and
GStreamer. This process imvolved recording network traffic during a live streaming session to observe the actual
‘behavior of both protocals.

Tocl: GStreamer + Wireshark

Stream Type: RTP video stream (H.264 codec)

Test Duration: 2 minutes per scenario

Feadback Interval (RTCP): 5 seconds

Resolution: 720p @ 30fps

TNetwork Conditions:
Scenario A- Stable network (1o congestion)
Scenario B: Sudden bandwidth drop (from 5 Mbps to 1 Mbpe)
Scenario C: Random jitter and packet loss (mobile wireless simulation)

‘There must be a reference to the Table 1 in the text before the table

Tzble 1
Metric Data from various scenarios
Metric Scenario A Scenario B Scenario C (Jitter +
(Stable) (Bandwidth Drop) Loss)
Avg. Packet Loss Rate (%) 02% 125% 83%
Avm Jitter (me) Sms T6ms Sims
Avg. One-Way Delay (ms) 40ms 120 ms 145 ms
Video Frame Drops (per minute) 1 27 19
RTCP Feedback Delay (avg) 3.0 zec 3.0 3ec S0sec
Bitrate Adaptation Observed No No No
User Perceived Quality (MOS) 15 (Good) 21 (Pocr) 23 (Fan)

Based on Teble 1, it can be summarized o3 follows
Replace (2) with dashes (-) by text (except word combinations)
In Scenario A, RTPRTCP perforaed well, with low packet loss and steble playba
In Scenario B, the svstem could not reduce the birate or packet rate fast enough to mamh the drop in availeble
bandwidth, RTCP feedback amived too late to help prevent frame drops.

-é[;l.“.iy |Fast (adijusts in 10-205) [Moderate (<10%) {‘;‘;’0 m:ﬁo w5, RTTErerible (700-1500 kbps)

INADA  [Fest, bu fuimess issues |Varies, potential Iate-comer [Moderate High, b fumess hadey
oo [Fower O honlessound olose  |Lowquenedelsy || - WLeon Wik
SCReAM PP 2 1O e uiiation wnder it Very low delay onservative under pack)

Table 5

C 1son of adaptive RTPRTCP and SCReAM

Feature / Metric Proposed  Adaptive RTP/RTCH
System

|Congestion ControlFeedback-based (RTCP) + rule-based

[Type d i

|Response Mechanism

SCReAM Algorithm [17]

Self_clocked rate adaptation (delay-based)

Adjusts  bitrate & frame ratdAdjusts semding rete based on queue delav and
using RTCP stats conzestion window
Mednm (GStrearser ~ RTCP handleyHigh (custom SCR2AM code - nming of pacing
|Complexity lin Python) )
N . . . _(Maintains latency under ~230ms i Achieved quene delay reduction up to §3% (dovwn to
|Network Delay Handling| 90% of tests 25 ey

| Good adaptability 1o bandwideh fron] -
N )

[Throughput Uslization |57 507 Throushput can drop if not optimally funed.
[Packet Loss Handling | "2200ns <107 loss even under ughy e i1 pacicet 1oss but sensitive to tuning
[Titter Control Titter kept within 10-60 ms range | Jifter smoothed by 19% in optimized test runs

) - Eesily intezrated with exsting RIP|Requires intemiaion  wilh  SCReAM-speciiq
System Integration based iz jon logic
Suitability for Real time| - Moderate (requires  low-level conrol and
Sireaming High (lightweisht and reactive) configantion)

. Vil AN, Linux,  GStreamer|Emulated 5G emviromment using Mimnet and Docker

[Evaluation Environment |5 T8 0 i
sdaptabilics Fast dvnanlc adjusoments withoulAdepls via consestion window, slower adeptation ]
[Adaprabilicy restarting streams volatile networks
[Open-source Fully compatible with open-sourc{SCReAN implementation &5 available but requires
|Compatibility stack: modification




Comparison between Adaptive RTP/RTCP an SCReAM

Latency Handling
5

4

Adaptability Tclf::s):::l
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W SCReAM

itter Control Packet Loss Control

Fig. 2. Performance Comparison Between Adaptive RTPRTCP System and SCReAM Algorithm

[ The title of the section should be
specific and correspond to the essence of the article
‘The section is structured like fhis:
Answer the question, what explains the results obtained? When answering this question, it is necessary to refer
to those objects in the article, whick display the discussed result. Such objects are formulas, figures, tables.
hat are the peculianities of the proposed method and the obtained results in comparison with the existing ones
(it i necessary to make a comparism with the known data, indicating the references to the relevant works of

eagues)

‘What limitations are inherent in the given research (in general it can be: the applicability limits of the proposed
solutions / results cbtained, the applicability conditions of the proposed sclutions / results cbtained, reproducibility of
the results / methods of obtammg results, stability of solutions to the change of mfluencmg factors, the range of nput
data witiin which the vesults are adequate and can be reproduced. leadme to the stated effects. etc )

What disadvantages of this study can be nm.ed and how they can be eliminated in the funwe. Waming.
Disadvantages and limitations are not the same thins

Whalmld:thethzd.ew].crpmen(uﬂhﬁstud\ and what difficulties 1, methodological,
or any other) might be encountered along the way?

. This section should not be divided into sub-sections, but should be 2 general discussion of all the research
3

Simulation evaluation and analysis concluded that the basic RTPRTCP conzestion comtrol system has
significant limitations especially when the nstwork chanses rapidly.

In case the network conditions become wistable with sudden drops in bendwidth or incresses in
jitter and packet loss, RTPRTCP performance desrades siznificantly (Scenarios B and C). The biszest issue is that
RTCP feedback s sent at fixed imtervals (3 seconds), which is o0 long for rapid network chanses (such as sudden
conzestion spikes and sienal iterfarence). When RTCP feedback is recerved rezarding the stream quality assessment,
the stream quality may bave already degraded, or some video frames may have been lost. This results in sisnificant

interruptions and a poor user experience.

‘Another limitation is that the RTP transmission does not automatically adapt to the RTP sender. In all test cases,
the systers did not reduce the bit rate or change the packet sendinz rate in responss to adverse network conditions. The
standard RTRRTCP system is unable to adapt to network consestion. This indicates that the stendard RTPRTCP
system lacks a built-in mechanism to adagt to changing conditions.

The adaptive method used m fhis study is able o adapt fo instantanecus changes in user froushput faroush
RTCP feedback The system quickiy detects packet loss, jitter, and RTT through RTCP reports to make decisions abaut
adiusting streaming parameters. When packet loss exceeds 5% or jitter remains unistable, the system reduces the bifrate
and frame rate of the streaming content. This reduces dropped fames, resulting i smoother streaming and lower itter

2. An adaptive mechanism for adjusting congestion control methods for video streaming was developed and
tested using RTCP feedback a5 a real-time friszer to address these limitations. The proposed adaptive congestion
control streaminz svstem uses RTCP feedback to mterpret round-frip times, packet loss rates, and fitter to adjust bitrate
and frame rates in rea-time. The svstem wes developed at @ rate of ance per second of streaming time. The adaptive
system sends back thres RTCP reports of round-trip time, packet loss, and jitter every second and uses these real-time
responses to adjust streaming paramsters quickly. The adaptive mechanism shows reduced packet loss and lower
letency and is eble to maintain consistent video quality. Besed on the experimenta] result, it was found that the
adaptive consestion control mechanisny i3 able to reduce packet loss from 1% t0 4%

3. The £nal evaluation compares the proposed adaptive system with baseline RTPRTCP, NADA. GCC, and the
SCReAM (Self.Clocked Rate Adaptation for Mltraedia) lserthnn. SCReAM successfilly maintatns excellent laency
and jifter menagement, but suffers from a lack of integration fewbility and adaptebility. The edaptive syste
outperforms SCR=AM in overall balance, particularly regarding the regularity of bitrate stability and the desres of
remote cotrol of multimedia parameters tuoush reak-time measwements. Afer testing and evaluation, it can be
concluded that the svstem's ability to adapt and assess network fuctuations within 1-2 seconds. The adaptive systers
has improved jitter performance (as ruch 2 33% over the baseling).
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Sor packets. When network condifions improved, the adaptive system increased the bitrate and fame rate 2ain. This
demonstrates that the adaptive system can react to both warsening and improving conditions.

Table 2 shows that the adaptive system can respond fo varving unstable nstwork conditions based on feedback
data fom RTCP. In this scenanio, there is packet loss and the RTT increases between 10 and 40 seconds. In this
situation, the adaptive system is able to maintain bansmission without congestion or buffering by adjusting the bitrate
and frame rate Jower, This differs from standard RTP, where the bittate remains unchanged, resulting in more packet
lass and even a possible video stream hane In the worst-case congestion conditions (30 to 40 seconds), the adapive
system minimizes the bitrate to 700 kb and the fame rate to 158, Although this results i a raited video strears, this
s better than losine th ion altogether. The adaptive system recovers video quality o= conditions improve. This
processing speed demonsirates the aystem's ability 1o recover end maneuver quickly and dynamically under varying
conditions

‘The data obtained in Table 3 supports the ypotiesis hat the system proposed in this study produces better video
streaming quality than standard RTPRCTP. Under nommal network conditions, the adaptive and standard. svstems
deliver the same video strearming qualln as seen in the time ranges (410 seconds and 50860 seconds. Differences oceur
betwean the proposed and standard systems during periods of congestion (fom 10 seconds to 40 seconds). The stendard
RTP system (using a fixed bitrate ] Kbpe) tesults in packet loss of wp to 11%, with RTT and jitter mcreasing
simmiltaneously. Meamwhile, the adaptive svstem is able o reduce the bitrate and Fame rate, thereby reducing packet
loss and jitter, resulting in smoofh multimedia streaming. When network conditions improve, the adaptive system is
2ble to increase the bitvate frame rate more quickly. For example, the adaptive system s able to start increasing the
bitrate and frame rafe after only 10 seconds of network recovery (40-50 seconds).

Al results {fornanlas, tables, figures) should be contained in section 5 of the paper

Table 4 shows a comparison of the proposed adaptive RIPRTCP and similar study. Based on Table 4, the
responsiveness of the proposed system i similar to NADA, which remain fairly stable despite the presence of “late-
comer faimess " NADA has slower responsivensss than the proposed system when nefwork speed changes ocour. The
Guogle Congestion Control (GEC) system is robust under lossy links and maintains faimess. Similar to NADA, there is
2 éymamic responsiveness delay when network speed changes occur. After 2 sudden retwork speed change, GCC takes
up to 25 seconds to each @ new equilibrium point, The propesed systam, however, auly takes approsimately 10
secands to respond to nefrwork speed chanzes. SCReAN! has advantases in wireless and cellular networks. SCReAM
also has a self-clock to rainimize queuing md end-to-end delays. SCReAM successfully achieves low quening delays
but infroduces packet loss andiar ftter. Meanwhile, the Froposed systera provides dymamic quality scaling to balance
utlization and low latency. Our system successfully meintains avalable bandwidth while keeping jifter below 60 ms

during network canestion
_Nmmmmma{m entific articles, eferences to works are

encugh Seven performance metrics were used to compare the two systems. The Adaptive RTPRTCP system excels in
zdaptability and ease of implementation over taditional RTP, resulting i better adeptebility and higher fhiroughput.
RTPC also has advantazes in adaptability and simpler implementation than SCReAM Meamwhile, SCReAM performs
slightly better in terme of deadline jitter and latency performance due to its self.clocking capability. SCReAM it also
effective in embedded systems utilizing 3G timeframes. SCReAM scored lower in adaptab: and ease of
mplmentauon. Overall, the proposed system delivers a better cumulative performance across several assessment
criteria than existing svstems

7. Conclusion

1. Experimental evaluation of existing RTP and RTCP consestion control mechanisms wnder condifions of
mstability and variability imdicates that effective comzestion control it limited in these enviromments, In experiments
with variations in bandwidth, packet loss, jitter, and latency, standard RTPRTCP systems experienced rapid failuwe and
performance degradation dus o fheir inability fo respond quickdy to delays Fom RTCP feedback: The limitations of the
RTPRTCP system were evident in the experimental data, as they were wnable o maintain acceptable video quality.
Packet loss spiked (up o 11%) with bit rate fluctustions, while increased itter and latency (up to 300 ms) caused
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A comparative analysis of adaptive congestion control algorithms used in RTP-
based streaming evaluated the advantages and disadvantages of several frequently
used in practice. The outcome in [12] is that while many adaptive congestion control
algorithms, such as GCC. NADA's rate adjustment will adaptively calculate more
quickly. but it shows issues of fairly sharing resources with others. Others. like
SCReAM may limit the build-up of data in the queue. but will allow portions of
bandwidth to go unused. All of these problems could be attributed to design
limitations that consistently seek to reconcile fairness, responsiveness, and capacity.
There may be opportunities for a hybrid approach that combines positive features of
these different systems. There is justification in pursuing a balance of the consistency
space in a more systematic way for adaptive congestion control in RTP-based
streaming of real-time multimedia.

Current congestion control mechanisms have difficulty achieving a balance
between low latency, high throughput, good adaptability, and fairness, mainly due to
the limitations of available control strategies and the constraints of the convergence
objective. The approach in [13] was proposed from the observation of a linear
relationship between RTT variances. The method contributes to fairness and low
latency in the delivery rate to the same queue load. Small packets (8 packets in their
experiments) are generated and maintained in an unstable network. Latency is treated
as a performance measure to be improved. The system modulates adaptability to react
to changing network conditions. However, based on simulations. the system's speed
in balancing fairness, responsiveness, and stability still needs to be improved.

It has been shown that congestion management in smart grid networks remains a
challenging issue. especially when the networks use unreliable protocols such as
UDP. A major unresolved issue is their ability to cope with data management in
constantly changing urban networks. This is mainly due to TCP's inability to cope
with congestion in streaming networks. The high cost of designing adaptive
algorithms for complex networks also poses a problem in improving the quality of
multimedia streaming. The most important solution to all these complex issues is the
implementation of reinforcement learning (RL) and deep Q-neural networks (DQN)
that can be trained through interaction with the network. The subject area [14] is
being implemented in a recent study, which tested modified RL and DQN algorithms
in Montreal, Berlin, and Beijing. The results show that modified RL and DQN
algorithms result in substantial improvements in packet delivery, network throughput,
fairness between traffic sources, packet delay. and a wide range of quality of service.
However, adaptive congestion control with self-learning algorithms needs further
enhancement.

Congestion control in multimedia streaming remains a challenging problem.
This problem occurs due to the unpredictable nature of network traffic, the difficulty
of running real-time algorithms on lightweight devices, and the cost of
implementation. The development of better feedback and adaptive mechanisms
capable of predicting congestion can be beneficial for improving the quality of
multimedia streaming. Study [15] shows that the standard RTCP feedback is slow,
fixed in a certain interval, and cannot predict future congestion. All this leads to the
conclusion that efficient and adaptive congestion control for interactive multimedia
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streaming is a subject worthy of study. However, several major challenges remain.
including fast and accurate adaptation to changing network conditions.

These unresolved issues are due to objective constraints (such as packet
feedback rate and codec adaptation rate), the need for appropriate complexity design
in multimedia programming algorithms. and the lack of integration with existing RTP
infrastructure. Highly reliable packet communication [16] is a challenge for eritical
applications in future wireless networks.

3. The aim and objectives of the study

This study aims to improve the quality of real-time multimedia streaming using
RTP and RTCP. This improvement is achieved through the development of an
adaptive congestion control system that can respond to varying network conditions.

The objectives of this study can be summarized as follows:

— to test the limitations of existing RTP and RTCP congestion control
mechanisms, especially under unstable or variable network conditions;

— to design and implement an adaptive real-time tuning system by leveraging
RTCP feedback to dynamically modify streaming parameters and evaluate video
streaming quality under various network scenarios;

— to compare the results of the proposed system with standard RTP and RTCP
systems.
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Congestion control in multimedia streaming remains a chellenging problem. This preblem oceurs due to the
unpredictable nature of network fraffic, fhe difficulty of ruminz real-time alporithms on lightweizht devices, and the
cost of implementation. The development of better feedback and adaptive mechanisms capable of predicting congestion
cen be beneficial for improving the quality of multimediz streammng. Study [15] shows that the standard RTCP feedback
18 slow, fixed in a certain mterval. and cannot pradict firure congestion. All this leads to the conclusion that efficient
and adapm‘e congestion control for interactive mulimedia streammg 15 a subject worthy of studv. However, several
‘major challenges remain, including fast and accurate adaptation to chanzme network conditions.

These unresclved issues are due to objective constraints (such as packet feedback rate and codec adzptation
rate), the need for appropriate complexity desion in multimedia programming alzorithms, and the lack of integration
with existing RTP infrastructure. Highly reliable packet conpmunication [16] is a challenge for critical applications
future wireless networks.

Achieving highly with an effs bability requires a new paradizm
Becanse monitoring squipment in mobile areas requires preater attention, monitoring the transmitted data is necessary.
The use of neural networks, as in the study [17] can be used for track recogmition from video streaming,

It has been shovn that enswing information security in real-time video streaming remains a chellenge due to
threats such as eavesdropping, data manipulation, and hacking. A persistent challenze is combining strong end-to-end
encryption with low latency. Furthermore, the encrvption must suppert modemn codecs. A recent study [18] extended
the uveRTP fransport library with Secure RTP and Zimmerman RTP, enzbling encrypted SK video streaming 2t hish

frame rates. However, this process has drawbacks, such as the need for 2 larse internet bandwidth.

3. The aim and objectives of the study

This study aims to improve the oquality of rezltime multimedia streaming usinz RTP and RTCP. This
improvement is achieved through the development of an adaptive congestion control system that can respond to varying
network conditions.

The objectives of this study can be summerized 23 follows:

— to test the Limitations of existing RTP and RTCP congestion control mechanisms, 2specially under unstable or
varizble network: condrtions;

— to desizn end implement en adaptive real-time tming svstem by leveraging RTCP feedbeck to dynamically
‘modify; strezming parameters and evaluate video streaming quality under various network scenarios;

—to conpare the results of the proposed system with standard ETP and RTCP systems.

4. Materials and methods

The object of study is a real-tine multimedia streaming systers based on RTRRTCP, which focuses on handling
nstwork congestion to maintain media quality in wstable network conditions.

The subject of this research is developing an adaptive congestion control mechanism to improve multimedia
streaming performance using RTPRTCP as real-time feedback to adjust streaming parameters based on network
conditions,

This study hypothesizes that implementing an adaptive conzestion control mechanism based on real-time RTCP
feedback will improve the quality, stability, and responsiveness of multimedia streaming. The guality of RTPRTCP
nultimedia streaming with adaptive congestion control will be better than that of a standard RTP/RTCP svstem.

4. 1. Evaluating the limitations of multimedia streaming congestion control

‘This study will conduct a detailed analysis of how RTP and RTCP operate in reel-time streaming to identify the
lmitations of the RTP and RTCP standards. RTP and RTCP are complementary standard protocols for real-time data
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1. Introduction

“transmission over IP networks, such as audio and wideo. The relationship between RTP and RTCP is based on how

RTCP sends feedback and exammes how RTP responds to this feedback during network congestion.

Therefore, this study will utilize simulation tools to observe the behavier of ETP/RTCP in real-time conditions.
GStreamer software will be used to simulate rultimedia streaminz under various network conditions. Key performance
indicators such as packet loss, jitter, delav, and video quality will be monitered and recorded.

Some expenimental scenarios include the followinz:

— sudden handwidth drops or mcreases;

- network congestion due to bm:lzmund affic;

— variable delays and jitter, as found in cellular or wireless networks.

By observing the data collected in these various stmations, this study can identify specific wealmesses in each
condition. The data collected will be compared across various scenarios to analvze which issues are serious, fatal, and
fraquently oocurring.

4. 2. Designing an adaptive mechanism using feedback from real-time transport

A stepwize approach was used to desion and implement an adaptive RTPRTCP streaming system capable of
customizing streaming parameters based on changing network conditions, This approach involved system architecture,
implementation with GStreamer, medeling various network conditions, and experimental testing using the
aforementioned metrics.

RTCP allows the receiver to periodically send reports, which in fhis case can includ reports that provide packet
loss rates, round-wrip delay (RTT), and jitter. Reel-time data from RTCP is then processed using Python to adjust RTP
paramsters. The svstem uses a rezl-time feedback loop based on the processed ETCP reports to determine the bitrate or

frame rate of the RTP (Real-Time Transport Protocel) video stream. The decision logic is defined with several
predefined thresholds. For example, if packet loss exceeds 3% or if the RTT exceeds 150 ms, the control module will
reduce the streaming bitrate and frame rate to allow the stream to continue. Similarly, if network conditions improve,
the avstem will gradually mcrease the quality settings.

— RTCP feadback 15 recerved penodlcallif (every 1-2 seconds);

— The system analvzes key metrics:

- Reduce the bitrate and frame rate if packet Loss exceeds 3%;

- Increase buffering or reduce the packet rate if jitter 13 greater than 30 ms;

— Reduce the packet transmission frequency if RTT is greater than 130 ms.

Algorithm 1 will be implemented using a multimedia framework such as GStreamer. A script with this logic is
added in Pﬂ.h?n to control the bitrate and frame rate dynamically. RTCP datz will be recorded using the built-in
‘monitoring toel.

Algonl.hm 1: Adaptive RTP Congestion Contrel Based on RTCP Feedback

Emare —1500 7/ InKbps
Frame Rate— 30 //InFps
Min Bitrate — 500

Max Bitrate — 2000
MMin Frame Rate — 13

Multimedia streaming delivers audio, video, and other media from a server over the intemet to users in real time
[1]. Multimedia streaming is a ubiquitous part of evervday life todav [2]. It is widely used for various purposes, such as
video calls, online leamming, entertamment platforms, live events, and saming Multimedia streaming is becoring
measmgly popular due to infemet speed and bandwidth advances. However, unstable internet conditions make real-
time multimedia streaminz vulnerable to network conditions [3]. Problems, including packet loss, delavs, jitter, and
bandwidth fluctuations, are still common [4]. These problems are more prevalent on cellular and wireless networks.
These issues directly impact the user experience, causing vidso laz, poor andio quality, and interfersnce. Stzble
transmission and adaptive system mechaniams are crucial for various auplmau\:ms such 23 telemedicine, remote work,

virtual cl , and emergency ystems [3].

Fast and stable commmunication over 2 network requires  syster that urilizes the Real-Time Transport Protocol
(RTP) and the RTP Control Protocol (RTCP). Media such as text, video, zudio, animation, and many others use RTP as
their data delivery protocol [6]. RTCP is used to monitor the qualitv wfanapnhnanun‘s connection while streaming date
[7]. A multimedia presentation, consisting of video and audio, is combined with 2 sharsd screen or text chat and then
sent over the internet [8]. The data is often compressed using codecs such as H.264 for video or Opus for sudio to allow
faster transmission over the network: [9].

One of the biggest constramts in multimedia sneammg is network congestion. Congestion occurs when too
much data is sent over the network sn and uncontrollable by the system, as
users control much of the data being transmitted. thu ﬂ:e nzt\\wk is overloaded, data will be lost or the speed will
slow down, decreasing streaming qualify. Congestion 1= more likely to occur on wireless nefworks such as 4G, 3G, ar
Wi-Fi, where signal strength and interference can fluctuate rapidly [10]. Public network usage can cause bettlenecks For
all network users. Congestion bottlerkels often occur in crowded areas or dwing peek hows. While RTPRTCP
protocols provide basic feadback mechanisms, they have limitations when dealing with today's highly variable and
conzested networks. In particular, RTCP feedback is often too slow to respond to rapid changes in network conditions,
Ieading to persistant quality dezradztion

Therefore, the scientific topic of developing adaptive congestion confrol mechanizms for RTPETCP remains
impertant and crucial. A svstem that can adjust in real time based on network conditions can significantly tmprove the
quality of rultimedia streaminz A svstera that responds intellizently and adaptively to nstwork changes can help
reduce delays, prevent video interruptions, and provide users with 2 better multimedia streaming experience.

2. Literature review and problem statement

It has been shown in [11] that edapting the transmission rate can effectively mitizate packet loss and improve
rezl-time performance in multimedia streaming. However some issues are still wiresolved, such as how to quickly
adjust to abrupt bandwidth chanzes, demand less computation from resourceliited devices, and respond quickly 1o
short-term variations in the network. These problems are often due to the challenges of predicting network behavior, the
cost of £ast processing, and fhe time taken for feedback to be retimed through the network

A comparative analvsis of adaptive congestion control lgorithms used in RTP-based streaming evaluated the
edvantages and disadvantages of several frequently used in practice. The outcome in [12] is that while many adaptive
conzestion control alzorithme, such as GCC. NADA's rate adiustment will adaptively calculate more quickly, but it
show iesues of fairly sharing resources with others. Others, like SCReAM may limit the build-up of data in the queue,
but will allow portions of bandwidth to go wiused. All of these problems could be attributed to design limitations that
consistently seek to reconcile faimess, responsiveness, and capacity. There may be oppertunities for 2 bvbrid approach
that combines positive features of thess differsnt systems. Thers is justification in pursning a balanre of the consistency
space in a more svstematic way for adaptive congestion control in RTP-based streaming of real-time multimedia.

Current congestion comtrol mechanisms have difficulty achieving 2 balance between low latency, hizh
throushput, zood adaptability, and faimess, mainky due to the limitations of availsble control strateies and the
constraints of the converzence objective. The approach in [13] was proposed from the cbservation of a linear
relationship betwean RTT vartances. The method contributes to faimess and low latency in the delivery rate to the same
aquee load. Small packsts (8 packets in their experiments) are zenerated and mamtained in an mstable network.
Latency is treated 25 a performance measure to be improved. The system modnlates adaptability to react to chanzing
network conditions. However, based on simulations, the system's speed in balancing faimess, responsiveness, and
stability still needs to be mproved

It has been shown that congestion management in snart grid networks remains a challenging issue, especially
when the networks use unreliable protecols such as UDP. A major unresolved issue is their ability to cope with data
manzgement in constantly chanzma urban networks. This s mainly due to TCP's iability to cope with congestion in
streaming networks. The high cost of designing adaptive algorithms for complex networks alse poses a problem
improving the quality of multimedia streaming. The most important solution to all these complex issues is the
implementation of reinforcement leaming (FL) and deep Q-neural networks (DQN) that cen be trained thrcugh
interaction with the network. The subject area [14] is beinz implemented in a recent study, which tested modified RL
end DON algorithms in Montreal, Berlin, and Beijing. The results show that modified RL and DO algorithms result in
substantial improvements in packet delivery, network throushput, faimess betwesn traffic sources, packet delay, and 2
wide range of quality of service. However, adaptive conzestion control with self leaming algorithms needs further
enhancement.
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While Saeaming Is Active Do
Ricp Feadback — Get Rtcp Report0)
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Else If Fiter > 30 Then
Sitrate — Max(Bitrate * 0.9, Min Bitrate)
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Sitrate — Min(Bitrate * 1.1, Max Bifrate)
Frame Rate — Mun(Frame Rale + 2, Max Frame Rate)
End[f
Update Stream Settings(Bitrste, Frame Rate)
Wait(2 Seconds)
End While

Stop Stream()
End

Due to its flexdbility end real-time processing capebilitics, this adaptive strewming svstem prototvpe was built
using the GStreamer multimedia framework. The system consists of the following streaming pipelines:

~ Sender Side- A GStreamer pipeline that captures and encodes the video seurce, sends it over RTP, and
incorporates RTCP feedback handling,

~ Receiver Side: A related pipeline that decodes and plays the video and generates RTCP reports for the sender.

A GStreamer pipeline, shown in Fiz. 1, capfures and creates a ideo stream with RTP and RTCP pavloads. The
adaptive logie wes developed using a Python seript lavered on top of the standard GStreamer pipeline (Alscrithm 2).
The Python script acts & an RTCP listener, receiving ll RTCP messages. The data is then processed, and the results
are applied to dymamic covmmands in the encoder pipeline (to reduce or confizure the bitrate ot frames per secard).

Bin / pipeline

Element Element Element
(File plugin)| (Decoder) (ALSA)

Sink Sink I

Fig. 1. Getreamer Pipeline

Algorithm 2 : Beal-Time Adaptive GStreamer Seript (Python)
import gt
girequire version('Gst,'1.07
girequire version{GztRip', 1.0
from gi repasitory import Gst, GObject
import time
Gst.init(None)
pieline = Gt parse launch{™"™
filesrc location=sanmple mpd | decodebin name=dec
dec. ! videocomwert ! x)6denc bitrate=1300 d. uper
rph264pay !
queue | udpsink hoet=127.0.0.1 port=5000 ™)
encoder = pipeline get by name("encoder”)
defraomitor ricp end adapt():
itrate = 1300
i

Tue:
packet loss = zet packet loss simulated()

5. Performance data of existing and adaptive congestion control systems

5. 1. Experimental data on limitations of real-time transport congestion control

Data acquisition was performed to analyze how RTP (Realtime Transport Protocol) and RTCP (Real-time
Transpert Control Protocel) operate in real-time steaming and identify their limitations using Wireshark and
GStreamer. This process imvoived recording network waffic durinz a live streaming session to observe the actual
behavior of both protocols.

~ Tool: GStreamer + Wireshark

— Stream Type: RTP video stream (H264 codec)

— Test Duration: 2 minutes par scenario

~ Feedback Interval (RTCP): 5 seconds

—Resolution: 720p (@ 30fps

Network Conditions:

— Scenario A: Stable network (1o congestion)

— Scenario B: Sudden bandwidth drop (from 3 Mbps to 1 Mbps)

— Scenario C: Random jitter and packet loss (mobile wireless simulation)

To evaluate the performance of the proposed mechanizms, key metrics were collected across different scenarios.
The results of these measurements are suwnmarized in Table | for easy comparison

Table 1
Metric Data from various scenarios
Metric Scenario A Scenario B Scenario C (Jitter +|
(Stable) (Bandwidth Drop) Loss)

Avg. Packet Loss Rate (%2) 02% 128% 83%
Avg. Jitter (ms} Sms 36ms Sms
v, One Way Delay (ms) Tms T20ms 45 ms
‘Wideo Frame Drops (per muute) 1 7 19
RTCP Feedback Delay (avz) 50 sec S0 50 sec
Bitrate Adaptation Observed No No No
User-Percerved Quality (MOS) 4.5 (Good) 2.1 (Poor) 2.5 (Far)

Based on Table 1, it can be sunmarized a3 follows:

— in Scenario A, RTPRTCP performed well, with low packet loss and stable playback;

— in Scenano B, the syztem could not reduce the bitrate or packet rate fast enoush to match the drop in available
bandwidth. RTCP feedback amived too late to help prevent frame drops;

— in Scenario C, RTCP did not triszer any dymamic response despite high jitter and packet loss. The feedback
remained passive, and the system failed to adapt;

— active congestion control was not triggered in any scenario because RTRERTCPs defzult behavier is not
adaptive without zn external confroller:

—RTCP feedback interval (3 seconds) was too slow to react to fast network changes.

5. 2. Performance Data of the Designed Adaptive Mechanism

jitter = get jitter simmilated()
it =get rit simulated))
if packet loss = 5 arrit> 130:
bitrate = max(int(bitrate * 0.8), 300)
elif jitter = 302
biftrate = mex(int(bitrate * 0.8), 300)
elif packet loss = 1 and fitter < 10 and rtt = 80-
bitrate = mingint(bitrate * 1.1), 2000)
encoder.set propertyibitrate”, bitrate)
print(f"Adjusted bitrate to: {bimate} kbps”)
time.sleep(2) # interval between RTCP checks
def get packet loss simulated():
return random choice([0.5, 2, 6, 81)
def get jitter simulated():
retum random choiee([5, 10, 20, 35, 5011
defoet it simulstedd)
retum random choice{[30, 100, 160, 200])
pipeline set statelGet. State PLAYING)
import threadmea
import random
threading Thread(tarzet=monitor rtep and adapt, dasmon=Trug) start()
loap = GObject MainLoop()
v
loop-nan()
except KevboardInterrupt

pass
pipeline.set statel Gt State.NULL)

4. 3. Methodology for Comparative Performance Evaluation

The success of the proposed adaptive RTPRTCP stresming system was measured wing an experimental
approach, comparing the two proposed svstems. The experiment was struchmed by creating two streaming systems
operatin in parallel. The first systera was desiened with a standard RTPRTCP confieration, and the second systerm
used an adeptive RIPRTCR :Unﬂgmahun. These systems were built using the same approach and tested wnder
identical network conditions. The perfommance of cach steaming systera was measwed using controlled and repeateble
experiments. The first streaming system used 2 stndard RTP protocol confizuretion with a fixed bitrate and frame rate.
The second strearaing system used an adaptive system equipped with an elgorithea capable of contimugusly monitoring
RTCP foedback (packst loss, ffer, and round.frp tme). The renls of his feedback were wsed to adjust the video
bitrate and frame rate precisely, simul Iy, and limearly. Both svstem d to use the same video sowce
and encode it in the same settines. Each video siream nsed H 264 encodin for testine.

Several different and mstable network conditions were sinnulated using Traffic Control (TC) to simulate real-
world network_conditions. Traffic Control was designed with network desradation and recovery scenaios at 2
controlled rate. The network condition chanzes implemented were a5 follows:
— Packet loss (raneinz from 2 to 10%);
~ Bandvwidth throttling (om a maxiraura bandwidth of 1500 kbps to a standard 400 kbps);
~ Artificial delay or latemc (5 to 300 maillisecands):
~ Jiter (or delay variation, befween 10 ms and 60 ms)

The test scenario lasted between 60 aud 70 scconds, covering the network moving tiwough three phases: =
nomual phase (with stable parameters), @ degraded phase (with applied interference), and a recovery phase (where
degraded pararmcters ae restored over time). Both systems wre tested independently using the same network scenazio.
Each experiment was repeated raultiple finses to avoid random chance mfluencing the results.

Table 2 shows the behavier of the adeptive mechanism in response to chenging network conditions when it
makes decisions based on RTCP feedback. The test s for 70 seconds, durinz which packet loss, jitter, and round-trip
time (RTT) are recorded and reperted in the Table 2.

Teble 2

Data from a test where the adaptive mechanisr was epplied under changing network conditions
[Time (s]Packet Loss (%)]RTT (ms Jimr(m:iBiinm (bps)[Frame Rate (fps]Condition Description]
T E] 60 B 500 50 [Normal stable
020 [55 |160 l40 }g)n |25 [Mild congestion
'1’_0—30 78 I_O 48 [500 20 [Heavv congestion
ET=TNES E [700 s Severe degradation
2650 20 FE EY 1000 ] [Gradual recovery
5060 |12 100 15 1300 I)Ts Stable azain
[Ga70_[o 70 [10 1500 30 [Nonnalrestored

When network conditions become unstable dus to packet loss or jitter, the proposed zdaptive mechanisr
decreazes the bit rate and frame rate to maintain streaming quality, as shown in Teble 2. At higher packet loss and jitter,
the adaptive process continues to decrease the bit rate and frame rate to maintain the video commection in the stream.
When network conditions improve, the adaptive process returns by increasing the bit rate.

5.3, Comparative performance results of the proposed and standard systems
Table 3 compares the performance of the standard RTP system and the adaptive RTPRTCP system during a 70-
second simmlated session with varisble network qualitr.

Teble 3

Comperison of adaptive RTPRTCP and stndard RTPRTCP

Time (s)|Network Condition System Type f;;k“ L“‘“’(E;’;; f;’;l‘)'“ R“‘ﬁg g;“s’
(10 [Nl S |02 P E CO
(10 [Nommal (deptive 12 IS R
10-20 [Conzestion bezinz Standard 53 1300 |30 140 |38
1020 [Consestion bezim [dmtive |15 = R
|20-30  |Hizh conzestion Standard E 1300 130 1250 38
(7630 |Fich consestion deptive |5 E 5 S
(5030 [Peak demrad Standad |10 I I
(5640 [Pea demad dmtive |52 700 5 EN £
(3650 [Congestion recovery Sandad |61 R B )
(7650 [Conestion recavery Bdmtive |13 PRI 5 P
5060 [Nowmal EE SR T (0
5060 [Normal | Adzptive 103 1300 130 70 10

The experiment was cenducted with several network condition setups including normal, congestion begin, high
conzestion, degradation and rstum to normal conditions. Table 4 compares the results obtamed m this study with
related studies cn video streaming quality.

Tahle 4
Comperison of adaptive RTRRTCP and related studies (NADA GCC, and SCRelD)
Packet Loss  Undey

|Al=rm'd-m Specd of Adaptation |0 oy [Delay / Jitter Contral [Bandwidth Utilization

|This. . . |Jitts 60 RTT) o

sty [t (st in 10-20) |Moderate (<107) oo Flexible (700-1500 Kops)

INADA  |Fast, but fuirmess issues |Varies, potential late-comer [Moderate Fizh, Tt fumess bade)

[GCC Slower 2 Sandles arownd % loss  [Low queue delay ~&2A' utlization with 5%
convergence) e

SCReaM [FoPoms® o 1N oo tion wnder it Ve low delav Comerative under packe]




In the first comparative experiment, the test results data was compared with NADA, GCC and SCReAM [12).
Table 3 shows the comparison data between adaptive RTRRTCP and $CReAM.

Table
‘Comparison of adaptive RTR/RTCP and SCReAM
Proposed Adaptive RTP/RTC]

[Feature / Metric System SCReAM Algorithm [21]
;I:I-';fe&ﬁnn Control foi%:ickfbasad {RTCP) + rule-baszd Self-clocked rate adeptation (delay-based)
[Re: Aot (Adjusts  bitrate & frame ratdAdjusts sending rate based on queue delav and
shonse v usine RTCP stats |conzestion window

Tmplementation MMedrum (GStreamer + RTCP handlafHizh (custorn SCE=AM code + tuminz of pacind
|Complexity | Python) [parameters)

~ o — Mantame Istency under ~230ms irjAchieved queus delay reduction up to 63% (down tq]
[Network Delay Handling| 190% oF taste 25 rasy

(Good adaptability to bandwidth from|

|Throughput Utilization | Throughput can drop if not optimally tuned

4001500 kbps
Maintains <10% loss even under highf

[Packet Loss Handling DMaintains low packet loss but sensitive to tuning

Jitter Control Jmer kept within 10-60 ms range itter smocthed by 1 optimized test nms
- 3 temrated with existing RTP:‘Rmu]res tesration  with | SCReAM specifid
System Integration bqsed streamng [ransmission logic

Suitability for Real time| . [\oderate requires  low-level control  and
e Hich Qidhtweight and reactive) | o mg i

- Vitnal LAY, Linp, GSteamer|Emulated 5G environment using Miinet and Dockel
[Evaluation Environment| Ve, L —
Fpm— Fost dvumle adiusmments ilhou]Adspts via songestion window, slower adepiaion
i restarting streams [volaile nefworks
(Open-source Fully compatible with opem-sourcdSCReAM implementation §s available buf zequired
|Compatibiier stack [modification

Comparison with SCReM is measured sing several metrics such as response mechanism, complexity, network
delay handling, throughput utilization, packet loss handling, jetter control, system. intesration, suitsbility, evaluation
enviromment, adaptability and compatibility. Fiz. 2 it a depiction of 2 radar chart comparing with SCReAM.

Comparison between Adaptive RTP/RTCP an SCReAM

Latency Hand
5

]

Throughput

‘Adaptability Utilization

® Adaptive RTP/RTCP

mSCReAM

r Contral Packet Loss Control

Fig. 2. Perfonmence Comparisen Between Adaptive RTPRTCP Svatem and SCReAM Algorith

Fig. 2 shows a conmarison between adaptive RTPRTCP and SCReAM using five metrics including latency
handling, troushput utilization, packet loss control, jitter control and adaptebility.

£_Disenssion of Standard and Adantive Congestion C'ontrol Performance.

Furture research should focus on minimizing the aleorithm to work with low-pawer devices and expanding testing to
diverse, large-scale environments.

Contimed development can sxplore the possibility of improving the method's adaptability, stability, and ability
to integrate with cther streamme methods. The mam remaining challenges include buldmg models that can remam
stable under hish extreme conditions, reproducibility of hishly variable networks for testing, and general efficiency m
low-power hardware.

7. Conclusion
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