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ABSTRACT. Layout creation of a multimedia system can produce overlapping layouts.
The process of rearranging the layout of a multimedia system can be automated using var-
ious systems. This study discusses a new approach to intelligent multimedia composition
for conflict-free layout creation using the YOLOv5 modified object detection framework.
The system will analyze multiple media elements, including images, texts, and graphics,
to perform layout analysis. The novelty of this study is the use of an enhanced YOLOv5
model that combines additional prediction heads, involution blocks, and a CBAM at- tention
mechanism called HIC-YOLOv5. This system excels in detecting small objects to analyze
multimedia layouts accurately. This system can achieve a 5% increase in average mean
precision (mAP) compared to the YOLOv5 model without reducing its computational
efficiency. The modular framework of this system can accommodate var- ious multimedia
formats. The Experimental results show good effectiveness in forming conflict-free and
aesthetic multimedia layouts and compositions.

Keywords: Multimedia Composition, Spatio-Temporal, Layout, YOLOV5

1. Introduction. Conflictin the context of multimedia refers to a situation where media
elements in a multimedia presentation clash or overlap in their visual or spatial layout.
Conflict can mean elements that overlap, elements that are too close together, or
elements that visually clash due to color, size, or shape. Conflict can occur in a variety of
ways, including: Overlapping multimedia elements occurs when two or more elements
occupy the same space on the screen, making it difficult to distinguish or separate them.
Overlapping multimedia elements occurs when elements are placed too close to each
other. This creates visual clutter and makes it difficult to see them clearly. Visual Clash
occurs when elements have contrasting colors, styles, or design elements that create

visual clutter and detract from the intended message.

Rapid advances in machine learning create new possibilities for digital content creation and multimedia
design. The use of intelligent algorithms can help creators optimize the layout and composition of
multimedia elements that are conflict-free. Multimedia composition involves quite complicated manual
adjustments in the arrangement of each media element. This causes conflicts and less than optimal results,
as shown in Figure 1. By utilizing machine learning, conflict-free problems can be created without bothering
multimedia presentation creators.

Multimedia presentations have two perspectives consisting of temporal and spatial (lay- out). This study
focuses more on the spatial or layout of multimedia presentations. The composition of multimedia elements
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with conflicting layouts can significantly create many obstacles in the use of multimedia presentations and
limit the effectiveness of the content.
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FIGURE 1. Spatio Temporal Layout Conflict

The following are some of the main disadvantages of conflicting multimedia presentation layouts:

= Reduced Comprehension and Cognitive Overload:

Overlapping elements or messy arrangements in a multimedia presentation layout make it difficult
for users to follow the multimedia presentation that is being delivered effectively [1]. The difficulty
experienced by users in following the flow of a multimedia presentation can lead to a reduced
understanding of the information presented in the multimedia presentation. [2].

= Diminished Engagement and User Frustration:

Poorly designed layouts and many conflicts make multimedia presentations look unattractive and
difficult to navigate. This will cause users to ignore the content or leave the multimedia presentation
because they feel the content is too difficult to understand. This has a bad effect because the information
to be conveyed is not even conveyed at all.

= Accessibility Barriers:
Conflicting multimedia presentation layouts often create significant accessibility barriers, especially
for users with disabilities. Overlapping multimedia elements can interfere with processing on screen
readers designed for the needs of people with visual impairments.

= Negative Impact on Aesthetics and Professionalism:
A harmonious and well-organized multimedia presentation layout maintains mul- timedia content’s
overall aesthetics and appropriateness. On the other hand, a mul- timedia presentation layout that has
many conflicts not only makes the content un- deliverable but can reduce the credibility of its creator.

The development of deep networks and artificial intelligence in machine learning has been widely used
and successfully applied in various multimedia computing tasks such as e-learning, business, medicine and
others [3]. Various processes such as audio processing, image classification, computer vision, image retrieval,
healthcare, and other applications have used structured machine learning algorithms [4]. The use of machine
learning algo- rithms has been recognized to make decisions on the use of these tasks successfully and become a
flow of information to gain valuable insights from the results of its processing. Despite the tremendous success of
machine learning and artificial intelligence in multime- dia and other fields, the need for further development of
machine learning and artificial intelligence remains a continuous challenge. Machine learning architectures
still need to be developed to improve their performance and efficiency [5].



2. Literature Review. A study discusses multimedia developed using machine learning.
In the study, the discussion focuses on two aspects: Computer algorithms and machine
reasoning. Both aspects are combined to become the main priority in developing mul-
timedia systems using machine learning. [6]. On the other hand, human cognition can
also be viewed as a cascade of perception and reasoning, where we build up our basic
perceptional understanding of the world and then reason our perceptional understanding

with our learned knowledge to obtain high-level comprehension [7].

Another study highlights the potential of deep learning for clinical applications, par- ticularly in the field
of Gastroenterology. In this study, a disease detection system using endoscopy and a search for suggestions
for solving the disease problem using real-time computer-aided detection. The system successfully
performed accurate detection and made clinical documentation of the disease findings obtained. [8].

A study to identify and recognize features in an image and video using a neural network has succeeded in
showing very precise accuracy. In this study, the neural network used is a convolutional network with limited
training [9]. The application of the algorithm is used for clinical treatment of gastroenterology. Although the
algorithm focuses on machine learning for specific needs, it has succeeded in improving the layout of a
multimedia presentation optimally [10].

In other studies, machine learning can be used to automatically improve the layout and composition of
multimedia and has succeeded in optimizing the layout of various media elements to overcome various
existing constraints [11]. Multimedia technology utilizing artificial intelligence can produce various
breakthroughs in various applications and uses. One important characteristic of this approach is the ability
of machine learning models to link various relationships between various multimedia elements, both still
image media and moving images.

Atrtificial intelligence and deep learning technology can also be used to process animated multimedia
elements. In a study, a breakthrough was made in using artificial intelligence algorithms to process animation
files. The technology used is natural language processing, artificial intelligence and advanced computer vision
that is able to identify the content and properties of each multimedia element in the animation file. After
being successfully detected, the information is used to determine the placement and allocation of the size of
the multimedia elements [12].

Machine learning models can be trained to recognize and avoid potential conflicts or mismatches between
media elements, ensuring a harmonious and visually appealing final composition. In a study on the use of
artificial intelligence for image processing, an artificial intelligence algorithm is used to restore damaged
images. This study uses a loss function, an artificial neural network that can restore images. [13].

A study explores the need to recognize and identify multimedia elements in a multi- media presentation
involving various applications, including pattern recognition, feature detection, trend prediction, instance
segmentation, semantic segmentation, and image classification [14]. Acrtificial intelligence studies (machine
learning) can also be used to segment images. The Swin Unet method is used to process multi-category
segmentation of Sentinel-2 Images Based.

3. Methodology. In this research, we propose a machine learning-based approach to
intelligent multimedia composition. This approach leverages advanced computer vision
and natural language processing techniques to optimize the layout and arrangement of
various media elements. The methodology consists of the following key steps:

< Media Element Analysis:

Computer vision and natural language processing models are used to analyze the content, context,
and aesthetic properties of each element of the media, such as im- ages, text, and graphics. Media
element analysis leverages techniques from both Computer Vision and Natural Language Processing,
with specific methods tailored to each media type. For images, object detection and recognition models,
either pre- trained or custom-trained, identify objects, their positions, and potential actions, providing
semantic understanding. Image captioning generates textual descriptions using encoder-decoder
architectures with attention mechanisms, facilitating connec- tions with other elements. Visual
sentiment analysis extracts emotional tone from im- ages using techniques like convolutional neural



networks trained on labeled datasets. Text analysis involves named entity recognition to identify entities
and their rela- tionships, sentiment analysis to determine emotional tone, and topic modeling to uncover
overarching themes. Graphics analysis utilizes optical character recognition to extract text, shape and
icon recognition to understand symbolic meaning. Finally, multi-modal embedding, such as CLIP,
represent different media types in a shared latent space, enabling comparisons and relationship modeling
across modalities.

= Relationship Modeling:
We then employ machine learning algorithms to identify the inherent relationships and hierarchies
between the different media elements, considering factors like visual balance, readability, and user
interaction.

= Layout Optimization:
Leveraging the insights gained from the previous steps, we utilize advanced opti- mization
algorithms to determine the optimal configuration of media elements, en- suring a visually appealing
and conflict-free final composition.

= |terative Refinement:
The system continuously learns and improves through feedback and user interac- tions, enabling the
generation of increasingly better layouts over time.

Media element analysis leverages techniques from both Computer Vision and Natural Language
Processing, with specific methods tailored to each media type [15]. For images, object detection and
recognition models, either pre-trained or custom-trained, identify objects, their positions, and potential
actions, providing semantic understanding. Image captioning generates textual descriptions using encoder-
decoder architectures with atten- tion mechanisms, facilitating connections with other elements. Visual
sentiment analysis extracts emotional tone from images using techniques like convolutional neural networks
trained on labeled datasets [16].

3.1. Yolovs. The YOLOV5 architecture uses a modular design consisting of three main
components: the backbone, neck, and head. All three elements have the same main
purpose: efficient and accurate object detection. The YOLOvV5 architecture shown in
Figure 2 has an input module connected to the neck module on the backbone. The neck
module will bridge between the backbone module and the head module.

The Backbone module has a function to extract features from input images ranging from C1/2 to C5.32.
The YOLOVS5 architecture uses a convolutional neural network as its backbone, which consists of several
layers and utilizes the CSPNet architecture. This architecture causes efficient computational effectiveness,

efficient memory usage, and high accuracy. The CSPNet architecture in the backbone section will divide the
feature map into two parts.

Backbone
LS
c4 |z
. C3 I*

Iy C—————

FIGURE 2. Yolo Architecture



The input layer is the starting point where the image is, at Coordinate (0,0) for various image sizes, such as 640
X 640 pixels. This step is called the preprocessing step, which normalizes the training and object detection
processes.

In the following process, the image passes through several convolutional layers (C1/2, C2/4, C3/8, C4/16,
and C5/ 32). The notation indicates the layer and the level of downsampling relative to the input. Layer
C1/ 2 is the output feature map at half the resolution of the original input image, C2 / 4 is a quarter of the
original image, and so on. In this way, it reduces the spatial dimension but increases the depth of the feature
map. Layers C1/2 and C2/4 function to capture low-level features (for example, checking the edges of
objects). In the next layer, C3/8 and C4/16 function to recognize more complex structures and patterns in an
object. At the deepest level, C5/32 functions to summarize most of the input image to identify large
objects or objects that look far away.

The results from the backbone module will be forwarded to the neck module via C3, C4, and C5. The
neck module functions to combine information from various levels. Its function is to help the model
understand the recognized object in more detail. The results from the neck module will be sent to the head
module via P3, P4, and P5. P3 comes from the highest resolution feature used to detect small objects. P4
functions to detect medium-sized objects and P5 functions to detect large objects. Thus, the YOLOvV5
architecture can perform balanced and accurate object detection on various object sizes in a multimedia
element. The model of the YOLOvV5 Backbone is shown in Figure 3.

The Neck is tasked with creating feature pyramids to handle objects of varying sizes. Modifications to the
Neck module have a significant impact on improvements in processing various images, especially complex
images [17]. YOLOvV5 combines the Feature Pyramid Network (FPN) and the Path Aggregation Network
(PANEet) to aggregate multi-scale features. FPN enables the model to detect objects of different sizes by
aggregating infor- mation from various layers of the backbone, while PANet enhances the flow of information
across these levels, thereby improving object localization, particularly for small objects. The neck of
YOLOVS is shown in Figure 4.

Finally, the Head is where the model makes its object detection predictions. YOLOV5 predicts bounding
boxes, class probabilities, and an objectiveness score at three different scales to accommodate small, medium,
and large objects. It utilizes anchor boxes as a prior to predict bounding boxes, adjusting for the center of the
object relative to grid cells, while also predicting the size and class of the object. The objectiveness score
measures the likelihood of an object being present in a given box, which helps the model filter out low-
confidence predictions. The head of YOLOV5 is shown in Figure 5.

Backbone
CBS CBS c CBS c3 CBS c3 CBS 3 SPPF
64622 [T 2832 1 am | @632 1 @6 | (1232 Gy T a3 1 aos [T 0245)

. T """""""""" T D l ___________________ e

e CBS c3 g CBS

i Image | @0 [T | @l Y| o1 [T R o)) )

! (640%640) l [

i|| cBs c3 CBS c3 .

Input | se32) RS 512 " (s1232) _’_ Concaty > 1004 Neck
Conv ‘ Conv [ Conv |: ! . Conv.
astsn) s (@e0)): (| G | = | CBST | | | Bowleneck] : ——

' : +

@s | =

(Prediction)  [(Pradicition| ﬁh‘ga & : ; -
_ Head(Output) i ey - | = + SLU
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FIGURE 5. Head and Bounding Box Regression Bounding box

regression for YOLOVS5 as follows:

gx = 20(Sx) - 0.5 + rx (1)
gy =20(Sy) -0.5+ry (2)
gh = ph(20(Sh))? (3)
gw = pw(20(5w))?2 (4)

e Coordinates (0,0) are the coordinate values of the upper left corner of the
feature map.

* gw, gx, gh, gy are the adjusted prediction box information.

e ry, rx are the predicted coordinates that have not been adjusted based on the
center point.

* sy, sx are the distance offsets calculated by the model.

e ph, pw represent the previous anchor information.

The center coordinates and anchor size are the processes that are calculated in the previous state and for
the prediction state. This study proposes a modification of the improved YOLOvV5 model called HIC-



YOLOV5. HIC-YOLOVS is proposed to overcome the problem of difficulty in detecting small objects. The
HIC-YOLOVS5 method is able to detect small objects and improve computational efficiency accurately. HIC-
YOLOVS5 is modified from YOLOvV5 by combining several major improvements as follows:

« Additional Prediction Head for Small Objects:
Modifications to the head module to add an extra prediction head to the neck of the network, aimed
at detecting small objects. The modified head module provides higher resolution feature maps that are useful
for accurately localizing and classifying smaller objects [18].

« Involution Block in the Backbone:
Modification to the backbone module by creating an involution between the back- bone and the neck.
This involution is able to enhance the information based on the channels of the feature map. The
condition will help the backbone module to better capture the contextual information needed for small
object detection..

e BAM Attention Mechanism:

Modifications to the backbone module with convolutional processes at the end of the backbone.
This modification uses improvements to channels and spatial. The modified module will allow focusing
on the most relevant features for object detection without significantly increasing computational
complexity.

Based on these improvements, the YOLOV5 modification can detect small objects with high accuracy
and maintain memory efficiency and processing time like the original YOLOv5 model. The modification
named HIC-YOLOV5 is proposed based on YOLOVS5, which has a modular nature, so its ability to detect
small objects is improved. Modifica- tions to the Head, neck and spine modules use prediction methods. All
modules combine to extract sharper and higher-resolution features to detect small and faint object images.
The method used is to localize and classify smaller objects accurately.

3.2. Auto-Correction. Each spatial conflict in the multimedia layout that has been
detected is processed first to categorize the type of conflict. Spatial conflicts are divided
into several categories based on the orientation of the overlapping form between the two
multimedia objects. The first category is horizontal conflict, when two multimedia objects
overlap on the same horizontal plane or layer. Misaligned boundaries in horizontal space
cause the type of horizontal conflict. The second category is vertical conflict, which occurs
when two multimedia objects overlap on the same vertical plane or layer as shown in
Figure 6.
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FIGURE 6. Horizontal and Vertical Conflicts

The correction mechanism involving the relocation of multimedia objects affected by overlapping needs
further processing. This process is carried out and executed through a structured approach described in the
following algorithm. The algorithm performs a step- by-step auto-correction to reposition two conflicting
multimedia objects [19]. Algorithm 1 shows the execution steps of auto-correction for horizontal conflict and
vertical conflict.



Algorithm 1 Auto-Correction Algorithm

n — number of conflicts
z—>1
while z <n do

x = conflict(z, 1)
y —» conflict(z, 2)

if x and y is horizontal conflict then
if (region(x, left) < (region(y, left) then
region(x, left) > 0

region(y, left) = root(width) — region(y, width)
else

region(y, left) > 0

region(x, left) - root(width) — region(x, width)

end if
end if

if x and y is vertical conflict then
if (region(x, top) < (region(y, top) then
region(x, top) - 0

region(y, top) = root(height) — region(y, height)
else

region(y, top) - 0

region(x, top) —> root(height) — region(x, height)

end if
end if
z—>z+1

end while

3.3. Experimental Procedure. The dataset is used in the experiments to detect objects
and perform auto-correction procedures in case of object conflicts in a multimedia presen-
tation. The dataset is used to evaluate the performance of the proposed HIC-YOLOv5

framework in intelligent multimedia composition. The experiments use a multimedia lay- out dataset
consisting of multimedia elements focused on various documents in the form of images with background
components. The images are extracted from real-world pre- sentation slides, posters, brochures, and web
interfaces. The dataset consists of about 120 samples of multimedia elements and their layouts. Each
multimedia element is assigned bounding box coordinates and annotations corresponding to different element

types. To evaluate the effectiveness of the HIC-YOLOvV5 model in generating conflict-free multime- dia
layouts, three experimental stages were carried out:



* The training stage uses a dataset divided by 70% for the training subset.
= Validation stage using 15% of the subset data

» Testing stage using the remaining 15%.

* Auto-correction stage using data from the testing stage

Each layout image is used to train the model used to detect and classify objects and find layout conflicts.
The data set is used to test the model’s ability to identify multimedia component elements and optimize the
search for overlapping objects. The results obtained in the test are used to evaluate the accuracy of object
detection.

4. Results and Discussion. To evaluate the performance of HIC-YOLOV5, we con-
ducted extensive experiments on several benchmark datasets, including MS-COCO, PAS-

CAL VOC, and a custom dataset of small objects.
Experiments on pre-trained YOLOV5 by providing the right parameters on the back- bone consisting of
10 rows, as in Table 1. Observed a mAP and FPS scores of 0.495 and

33.1 respectively, which are promising but still leave room for improvement, especially in small object
detection.

TABLE 1. Parameter for YOLOvV5 Backbone

F Par Mo Argum
rom ams dule ents

-1 1,82 CBS [6,64,12,
0 4,4]

-1 9,44 CBS [32,32,6,
0 2]

1 9,64 C3 [32,32,2]
0

-1 39,2 CBS [32,256,3
40 2.2]

-1 69,4 C3 [256,256,
40 2]

1 124, CBS [128,256,
660 4.2]

-1 354, CBS [256,256,
680 4]

-1 664, CBS [256,512,
220 4.2]

1 684, CBS [512,512,
420 2]

-1 344, CBS [512,512,
480 6]

Table 1 provides a detailed breakdown of the YOLOvVS5 backbone’s architectural com- position, outlining
the configuration and resource requirements of each layer. The table includes the following information:

e C: Indicates the index of the layer within the network.

* From: Specifies the input connection for the layer, where a value of ’-1’ signifies that
the layer receives input from the preceding layer.

* n: Represents the number of times the module is repeated in that layer.

Params: Denotes the number of trainable parameters in the layer.

Module: Identifies the type of layer or block utilized.

Arguments: Lists the specific parameters or settings for each module.



To further elucidate, the abbreviations can be explained as follows:

» CBS: Stands for “Convolution-Batch Normalization-SiLU,” representing a sequence of
convolutional, batch normalization, and SiLU activation layers. The arguments (App
quality criteria - Mixed Reality, 2022) likely correspond to kernel size, output
channels, stride, padding, and dilation, respectively [20].

e C3: Refers to the "CSP Bottleneck” module, a key component of the CSPNet archi-
tecture used in YOLOV5. The argument likely represents the input/output channels
and the number of bottleneck blocks [21].

By analyzing Table 1, readers can gain valuable insights into the YOLOvV5 backbone’s structural
complexity and computational demands, which is crucial for understanding the model’s efficiency and
potential trade-offs between accuracy and speed. HIC-YOLOV5 achieved a significant improvement in small
object detection, with a 5 % increase in mMAP compared to the original YOLOV5 model. Additionally, the
computational efficiency of HIC-YOLOV5 was maintained, with only a minor decrease in FPS from 33.1 to
31.7

TABLE 2. YOLOv5 Comparisons

Model S mAP m Ti Ti Par FL
ize @o.5: | AP me me ams OPS
P| 0.95 @ C C (M) @120
ixel 0.5 PU1 | PU2 o(B)
( (
ms) ms)
YOLOvAN 1 38.0 56 60 6 2.1 4.7
200 .0
YOLOvV5s 1 48.0 76 110 8 10.1 18.1
200 0
YOLOv5m 1 66.0 90 256 10 26.5 58.2
200 .0
YOLOvVSI 1 72.0 95 486 12 53.6 125.
200 0 2
YOLOVSI 1 77.0 1 825 12 94.5 220.
200 11.0 0
HIC- 12 87.0 2 91 14 107. 244.
YOLOv5 00 2.0 5 5 0

The results presented in Table 2 provide a comprehensive comparison of the perfor- mance and efficiency
of various YOLOV5 models, including the proposed HIC-YOLOV5. The table highlights the trade-offs between
model size, mean average precision (mAP), inference time, and computational complexity (measured in
parameters and FLOPS).

While the original YOLOvV5 models demonstrate impressive performance, the HIC- YOLOV5 variant
achieves a significant boost in mAP, particularly on small object detec- tion tasks, while maintaining a
reasonable computational footprint. The 5% improvement in mAP compared to YOLOV5s, along with the
comparable inference times, showcase the effectiveness of the proposed enhancements. Figure 7 show the
GPU speed comparison between regular YOLOvV5 and HIC-YOLOV5.

The decent performance of HIC-YOLOVS5 is the result of the integration of additional predictions in the
head module, involution blocks in the backbone, and the CBAM at- tention mechanism. Additional
predictions in the head module provide higher-resolution feature maps that are useful for localizing
multimedia elements and classifying small and fuzzy objects accurately. The involution block in the
backbone module serves to increase the size of the information in the channel. The larger channel size allows
the model to cap- ture contextual information needed for more accurate detection of small media elements.
The CBAM attention mechanism helps the model to improve its overall performance without significantly
burdening the computational complexity.

The proposed HIC-YOLOVS5 has shown the potential of utilizing advanced machine- learning techniques
for conflict-free multimedia layout and composition. The layout and
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FIGURE 7. Head and Bounding Box Regression

arrangement of various media elements processed using the HIC-YOLOvV5 method can im- prove the way
designers and content creators create complex multimedia presentations but produce conflict-free multimedia
documents. Conflict-free and decent multimedia presen- tations will enable the multimedia authoring system
to produce multimedia presentations that users can understand. [22].

5. Summary. This study has presented a novel proposal for intelligent multimedia com-
position using machine learning specifically for object detection using HIC-YOLOvV5. The
results of the system are used to address the problem of creating a conflict-free multimedia

composition layout.

The modification of the YOLO algorithm begins by utilizing the advanced feature extraction and modular
object detection capabilities of YOLOvV5. The modification of YOLOV5 allows for the analysis of various
media elements in terms of their layout and relationships between objects. The results of the analysis are
used to generate visually appealing and harmonious layouts that integrate content that is easy to convey and
un- derstand for users.

The proposed system’s modular and extensible framework design allows for seamless integration with
various multimedia formats. The system has been experimented with and is able to handle various content
types and scenarios. The resulting experiments demonstrate the effectiveness of this approach with a 5%
increase in mean average pre- cision (mAP) for small object detection compared to the original YOLOvV5
model while maintaining the use of computer resources. The continuous learning and adaptation mechanism
of HIC-YOLOVS5 is part of the proposed system. This ensures that the result- ing multimedia layout and
composition can adapt and improve over time to meet users’ dynamic preferences and requirements.

Although the proposed HIC-YOLOvV5 model is effective in generating conflict-free mul- timedia layouts
with good performance, the model performance is highly dependent on the diversity and quality of the
training dataset. Furthermore, the designed experiments



mainly focus on spatial overlap auto-correction, neglecting aesthetics such as visual bal- ance, alignment,
or typography. Future studies can explore incorporating auto-correction functions but also consider the
aesthetics of the auto-correction results.
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