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Abstract. Inductive transfer learning technique has made a huge impact on the
computer vision field. Particularly, computer vision applications including
object recognition, segmentation, and classification, are seldom trained from
scratch; instead, they are fine-tuned from pretrained models, which are products
of learning from huge datasets. In contrast to computer vision, state-of-the-art
natural language processing models are still generally trained from the ground
up. Accordingly, this research attempts to investigate an adoption of the transfer
learning technique for natural language processing. Specifically, we utilize a
transfer learning technique named Universal Language Model Fine-tuning
(ULMFiT) for doing an Indonesian news text classification task. The dataset for
constructing the language model is collected from several news providers from
January to December 2017 whereas the dataset employed for text classification
task comes from news articles provided by the Agency for the Assessment and
Application of Technology (BPPT). To examine the impact of ULMFIT, we
provide a baseline that is a vanilla neural network with two hidden layers.
Although the performance of ULMFIT on validation set is lower than the one of
our baseline, we find that the henefits of ULMFIT for the classification task
significantly reduce the overfitting, that is the difference between train and
validation accuracies from 4% to nearly zero.
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1 Introduction

Text classification is defined as a problem of formulating models for organizing
documents into pre-defined labels [27,26,31]. Nowadays, researchers have been
developing systems with new text classification techniques with goals to achieve
better computational efficiency and prediction accuracy than before[45,1,36,31,2].

Recently deep learning gains increasing popularity from renowned scientists
because of its wide range applications in many fields [15.43] such as object
recognition in photos [24,35], speech recognition [17], pedestrian detection and image
segmentation [38,12,9], traffic sign classification [8], machine translation [41,3],
playing Atari video games [32], reinforcement learning for robotics [13], assisting
pharmaceutical company in designing new medicine [10], searching subatomic
particles [4], and automating process of parsing microscope images for building 3-D
maps of human brains [23].
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The state-of-the-art text classification techniques are largely based on deep
learning. Basically, neural networks with multiple hidden layers are considered as
deep learning as depicted in Fig. 1. What special about deep learning is its capability
of learning non-linear relationship from dataset [20]. The success stories of deep
learning begin in computer vision field, specifically in image -classification
competition known as ImageNet [14]. Deep learning also enjoys its glory in natural
language processing (NLP) field, notably automatic translation system as reported in
New York Times magazine articles [25].
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Fig. 1. A neural network with two hidden layers; the more hidden layers there are, the better the
performance will be (the principle of deep learning)

In general, there are two factors that drive the success of deep learning [33].
Firstly, the computational power that has the capability to compute weights of large
neural networks grows exponentially through years. Secondly, huge amount of
available data which is the source of training set has made the networks learn better
than before. Consequently, significant NLP progresses can be done by institutions that
have facilities to collect massive datasets, give labels to them, and do data crunching
for training purposes. However, these costly training time may be reduced by
employing transfer learning concept [21]. In short, transfer learning allows pretrained
models to be reused for solving similar tasks. Well-known examples of transfer
learning are utilizing pretrained networks such as Xception [6], Inception [42],
ResNet50 [16], VGG16 [39], and MobileNet [37] for image classification.

This research is related to text classification; specifically, we investigate the
use of transfer learning for doing Indonesian news text classification task and
overcoming the overfitting problem. Experiments are performed in order to validate
whether or not transfer learning can leverage text classification algorithms to
increasing their performance and mitigating the overfitting problem. Regarding the
choice of transfer learning algorithms, we opt for Universal Language Model for
Fine-tuning (ULMFiT) because this algorithm has been reported as one of the state-
of-the-art transfer learning algorithms [21].

2 Literature Review

Prior work has documented three interconnected components which build ULMFIT such
as regularization, weight-dropped LSTM, and transfer learning techniques.
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2.1 - Weight-dropped LSTM

The Long short-term memory (LSTM) is a popular variant of recurrent neural
network [18.11] that is robust to vanishing or exploding gradients [5]. LSTM is
formulated as follows:

i) = (W™ 4 U a1 (1)
FU = a(Wyat? + Uph—1) (2)
o) = a(Woa') 4+ U,h" 1) (3)
A9 = tanh(Woa® + UAEY) (4)
Aty — (1) 3=Fm+f“'=i glt-1) (.-';)
R = o) @ tanh(c®) (6)

with W, Wy W, Ui, U, U, are weight matrices, x” is input vector at timestep ¢, h" is
hidden state at timestep ¢, ¢ is a state of memory cell, and o denotes an element-by-
element multiplication.

Weight-dropped LSTM is a modification to standard LSTM by adding a
DropConnect [44] operation on the recurrent hidden to hidden weight matrices,
specifically weight matrices {U;, Ug U, U.} in Eq. (1), (2), (3), (4) respectively.
Moreover, the use of DropConnect prevents LSTM from overfitting. The Weight-
dropped LSTM is commonly called AWD-LSTM [28].

2.2 Regularization

Regularization is a common technique in machine learning used to fight overfitting
problem. Overfitting occurs when a text classification model has achieved an almost
perfect performance on training set (Fig. 2) whereas its performance is very bad on testing
set (Fig. 3).

Fig. 2. Overfitting problem with x-axis is a feature and y-axis is a label
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Fig. 3. Overfitting symptoms: a zero-approaching train error and a high test error
Cost function of a neural network without regularization is defined as follows:

m

. 1 i ()42 -
min m Z} (hg(x™) — yl)? (7)

with Ay(x'") is our model prediction for x'¥), fs are parameters of the model, and Y is
the ith label for the ith feature. In order to mitigate the overfitting, a constraint is
added into Eq. (7);

. 1+ \ 12 o 3
min | o : (hal(z™) =gt + A Z. o} (8)
i i

therefore, the cost function with regularization becomes with 4 18 a regularization
parameter and ¢, are parameters of the model indexed by j=1, ..., n.

There are four additional regularization techniques that reduce data storage
during model training and prevent overfitting of the LSTM model Firstly, the
variable regularization techniques allows an efficient data usage by randomly select a
sequence length for forward and backward propagation. Secondly, the embedding
dropout helps the model perform dropout on the embedding matrix at a word level;
specifically, the dropout is broadeast across all word vector embeddings. The last two
techniques are related to Lo-regularization. Activation regularization used to keep
outputs of activation functions from significantly greater than 0, whereas temporal
activation regularization prevents the model from generating great changes in the
hidden state [29].

2.3 Transfer learning

Transfer learning is a technique of utilizing a pretrained network [7]. There are  two
techniques of employing the pretrained network that are feature extraction and fine-
tuning. Specifically, Universal Language Model Fine-tuning (ULMFiT) [21] does an
initial training for constructing a language model (LM) on general-domain corpus and
fine-tuning the LM on a target task, for example, text classification.
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Concretely, Fig. 4 shows three steps of ULM-FIT construction. Firstly, a LM

Wikitext DL IMDh Classifi
103 LM Dataset [ Dataset pestier

Fig. 4 A high-level overview of constructing ULM-FiT

is constructed by learning from a large dataset, Wikitext 103; owing to the movie
review classification target, the LM is fine-tuned on IMDb corpus. Finally, the LM is
trained to be ready as a classifier.

3. Research Methodology

This section starts with the description of our dataset. Next, we elaborate the steps of
constructing the ULM-FiT. The target task in this research is to classify news articles
released by the Agency for the Assessment and Application of Technology (BPPT).
The dataset is available to download at https: //github.com/hbunyamin/BEET -
dataset. Specifically, Table~\ref}tab:contoh-dokumen-berita} displays samples of
the BPPT dataset.

Text Label
Pemain timnas Jerman Lehmann kehilangan tempatnya di Arsenal dan
digantikan Manuel Almunia dan Dortmmund mencoba untuk Sports
melakukan kesepa dan membawanya ke Bundesliga.
Menurut Edwin, kenaikan harga BBM ini merupakan isu global yang
terjadi hampir di semua negara bukan hanya di Indonesia. Economics
Kenaikan harga BBM tidak dapat ditunda lagi harus segera
dilakukan pada awal bulan ini.

Kementerian K
aman bagi mili
Menteri Ke

garis ki

ehatan Irak dipandang sebagai sebuah tempat yang
viah, dan baik amli maupun International
atan Ali al-Shem: dalah anggota kelompok
ah pimpinan Moqta Saddr.

Salah satu pengembangan itu adalah makanan transgenik Science

Table 1. Four examples of news articles and labels

3.1 Preprocessing the dataset

Next, Table 2 displays the number of articles in each label. Besides BPPT dataset, our
second dataset comprises a collection of several articles from news provider such as
liputan6.com, kompas.com, tribunnews.com, detik.com, beritasatu.com, and tempo.co
during year 2017. Particularly, total number of collected articles are 455.626. This
dataset is used for training a pre-trained language model which is one of the ULMFiT
model construction ingredients. A sample of the preprocessed news article just before
tokenization process is shown in Table 3.

Filename Category |# Sentences
PANL-BPPT-ECO-ID-150Kw. txt|Economics 6.544
PANL-BPPT-INT-ID-150Kw. txt |International 6.642
PANL-BPPT-SCI-ID-100Kw. txt|Science G.355
PANL-BPPT-SPO-ID-100Kw. txt [Sports 4.483

Table 2. Filenames with labels and number of sentences
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xxhos surabaya - xxmaj wali xxima) kota xxmaj surabaya xxmaj tri xocmaj rismaharing menilil

mers an pergantian tahun baru secara sederhana
xxmaj bersama beberapa pejabat lainnya di xxmaj balai xxmaj kota, mereka

mantan kondisi kota melalui lay

xxmaj selama menunggu pergantian tahun, xxmaj risma duduk di bawah sambil menikmati cemilan bakso goren
secangkir jahe hangat

xxmaj sesekali ia bercerita serta hercanda dengan para pejabat dan wartawan yang hadir

<number>..<number>..<mimber> .. <number> .. <number> " kata xxmaj r

" xxmaj avo hitung mundur bers,
kepada para beberapa pejabat xxmaj pemkot

j kota, xxmaj minggu <date>

ai menghitung mundur sxoomaj risma dan xxmaj wakil xxmaj wali xxmaj kota

xxmaj whisnu xxmaj sakti xxmaj buana dan

beberapa pejabat seperti xxmaj asisten xxmaj I, xxmaj kasatpol xxmaj pp, xxmaj kabag xxmaj umum
dan xxmaj kabag xxmaj humas

langsung bertepuk tangan dan

membaca surat Al F: 1 vang dipimpin Risma.

xxmaj foto: xxmaj zaenal xxmaj Effendi

xxmaj setelah itu, xxmaj wakil xxmaj wali semaj kota xxmaj whisnu langsung bersalaman

i xxr

ucapkan selamat tahun baru pada xxmaj risma

diikuti para pejabat xxmaj pemkot xxmaj surabaya.

xmaj surabaya
whisnu xxmaj sakti dan

rga di depan xemaj balai xxmaj kota
n xxmaj wakil xxmaj wali xxmaj kota xxma

xxmaj kembang api y
pun bersautan menarik |

bebe

a pejabat untuk menyaksikan
sedangkan xxmaj risma langsung bergegas meninggalkan xxmaj balai xxmaj kota untuk patroli keliling ke
aj aku patroli kota jangan ada vang ikuti. xxmaj silahkan bapak ibu pulang,” pamit xxmaj risma pada pej:
XXE0S

XX
XT
xxmaj foto: xxmaj zaenal xx

Table 3. A sample preprocessed news article before tokenization (long sentences have been
splitin order to fit the column width)

During training and evaluation processes, our BPPT dataset is divided into
train set dan validation set. Each train set and validation set have 4 (four) folders to
cover four categories elaborated in Table 4. In order to facilitate hyperparameter
tuning, the setup of news provider dataset is slightly different from the BPPT dataset.
News provider is divided into 3 (three) sets that are train set, validation set, and fest
set as explained in Table 5.

Train Hct]\’alidatiun HL‘L]TUhT. s-.‘l[ Total ]
37.583 | 9.113 | 8.930 [455.626

Table 5. Number of documents broken down into train, validation, and test sets in order to train
ULM-FiT

BPPT Document ECO|INT | SCI |SPO
Train set 5.890|5.978]5.720/4.035
Test set 654 | 664 | 635 | 448
Total documents 6.544 |6.642|6.355(4.483

Table 4. Detailed number of documents employed in training and testing processes for
document classification

Before the ULMFIiT model is constructed, the dataset needs preprocessing. A
tokenizer from fast.ai library, specifically WordTokenizer class is employed and
produces several special tokens which indicate particular positions of tokens such as
xxbos (the beginning of a document), xxmaj (the next word begins with an uppercase
letter), xxeos (the end of a document) [19]. Additionally, dates and numbers are
converted into <date> and <number> respectively. Fig. 1 shows a sample of
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preprocessing results. After preprocessing is done, the results are tokenized into
tokens separated by a whitespace (whitespaces); therefore, each document is
represented by a list of tokens.

3.2 Steps of building ULM-FiT model

Afier lists of tokens are obtained, numericalization process is carried out. The process
of mapping from tokens into integers is named numericalization process. Basically,
the process constructs a list of all possible tokens (a vocab) and replaces each token
with its index in the vocab. Having all documents represented as lists of integers, each
list of integers is divided into 64 batches (batch size=64). These batches are now
ready to be converted into embeddings by using pre-trained language model (LM).
Specifically, the pre-trained LM [30] is trained from news articles and illustrated by
the first LM in Fig. 5. Next, the embeddings are fed into a recurrent neural network
(RNN), using a AWD-LSTM architecture.

The next step 1s fine-tuning the AWD-LSTM architecture on BPPT dataset.
This process is needed because there is a possibility that the distribution of BPPT
dataset is different from news provider dataset. We freeze the architecture and train
only the embeddings. After training the embeddings, we unfreeze the architecture and
train both embeddings and the architecture. Furthermore, we save all of the model
except the final layer; the final layer contains an activation layer for computing the
probabilities of picking each token in the vocab. We name the model except the final
layer as encoder [ 19]. The encoder itself is represented as the second LM in Fig. 5.

The final step is fine-tuning a text classifier on BPPT dataset again; however,
this time we let the classifier learn document categories of the dataset. Specifically,
we load the encoder and train the classifier with discriminative fine-tuning and
gradual unfreezing [21]. Moreover, we unfreeze several layers as the gradual
unfreezing in NLP makes a significant difference when a few layers are frozen instead
of all layers which is a common best practice in computer vision. Finally, we finish
building our ULM-FIiT model; the classifier in Fig. 5 illustrates the text classifier.

News BPPT BPP1
o —_— ) — ) = Classifier
Articles LM Articles LM Articles

Fig. 5 Three steps of constructing ULMFiT model (LM=Language Model)

The Hyperparameters
batch size|64
Batch size of BPPT|70
Embedding size|300
Number of layers in embedding|2
Number of hidden activations per layer|300
Initial learning rate|5 x 107

Table 6 . The recommended hyperparameters for AWD-LSTM

The hyperparameters for AWD-LSTM model in our experiments are recommended
from the original paper [21] as depicted in Table [6].
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3.3 Baseline models

Baseline models are needed as to examine the effect of ULM-FiT to reduce
overfitting problem. The baseline models constructed as a comparison are neural
networks with two hidden layer; specifically, each layer has eight nodes. The number
is chosen because more than that number shall make the neural nets overfitting on the
dataset. Moreover, each node in hidden layers has relu activation function. The
decision to take this activation function is that this activation has capability to
mitigate the vanishing gradient problem [34]. With equally the same reason, we also
specify number of inputs are the most frequent 10.000 words and number of outputs
are four categories, that are economics, international, science, and sports. Number of
instances in validation set is 1.000 and the rest is considered as test set.

4. Research Methodology

Fig. 6 shows the training and wvalidation error from the baseline model during 20
epochs. The training error reaches an almost perfect score, 99% whereas the
validation error is 95%. The difference between train and validation set is 4%, which
is quite large. This signifies an overfitting in the model. We shall see how ULMFIT
model overcomes this major problem.

Training and validation loss

@ Training loss
—— Validation loss

081

06 1

Loss

041

024

00 4

25 50 75 100 125 150 175 200
Epochs

Fig. 6 . Training and validation error from the baseline model

4.1 Validation performance of ULMFiT

Table 7 shows the training process of constructing the pre-trained LM based on
pointer sentinel mixture architecture [30] on news articles dataset. This architecture
acts as a pre-trained LM (the first LM) as described in Fig. 5. The learning runs
smoothly as training and validation losses are getting smaller and smaller. Each epoch
approximately takes 2.5 hours.

Since both vocabularies of news provider and BPPT dataset are different,
there might be several words in BPPT dataset which are not in the pre-trained model
vocabulary. Consequently, the embeddings of words in the pre-trained model are
merged with random embeddings for words which are not in the pre-trained model

p-ISSN: 2540-9433; e-ISSN: 2540-9824




Hendra Bunyamin , Untilizing Indonesian Universal Language Model: ...333

vocabulary. In order to merge both embeddings, we fine-tune the model by freezing
the pre-trained model but not the embeddings. Table 8 shows the training and
validation loss of this fine-tuning.

epoch|train loss|valid loss| time
0 5.116353| 4.616845(2:35:35
1 4.353452| 4.481172(2:36:02
2 4.277426| 4.473105(2:36:07
3 4.234690| 4.434146(2:36:19
4 4.186194| 4.386934(2:36:17
5 4.129720| 4.330991(2:36:18
6 4.066865| 4.276275(2:36:24
7 4.006233| 4.224578(2:36:07
8 3.958543| 4.196958(2:33:50
9 3.931666| 4.187688(2:33:24

Table 7. Results of training the LM on news provider dataset;
specifically, this LM acts as the pre-trained LM

epoch|train loss|valid loss|time
0 5.914727| 4.485229|00:11

Table & . Results of training while the pre-trained model is frozen except
the embeddings

Next, the merged embeddings are fed into the state-of-the-art language model AWD-
LSTM [28] and trained with discriminative learning rates whose initial values equal to
2 X 1073, Importantly, discriminative learning rates are utilized because different
layers bring in different kinds of information [46,21]. Therefore, each layer has a
different learning rate. The discriminative learning are combined with Stochastic
Gradient Descent (SGD) technique combined and are stated as follows:

el =l —all. v (O) (9)

with ¢ is a time step, [/] is /th layer, and &' is a learning rate for the /th layer. The
results of training with discriminative learning rates are shown in Table 9. Finishing
the training, we have an updated LM shown as the second LM in Fig. 5.

After training AWD-LSTM model, we save the LM model except the final layer
named as an encoder. Next, this encoder is loaded before fine-tuning a classifier
which becomes the final stage of ULM-FIiT construction. The fine-tuning process
adds two linear blocks on the model. Each block employs batch normalization [22]
and dropout with ReLU activation functions for intermediate layers and a softmax
activation for showing the probability distributions of every class in the last layer.
Critically, input data for the final layer is the output of the last hidden layer, the
average of all outputs from all hidden states, and the maximum of all outputs from
hidden states. These three mputs are merged by a technique so-called concat pooling.
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epoch|train loss|valid loss|time
0 4.561834| 4.385835/00:12
1 4.446705 4.267622|00:12
2 4.307850( 4.146501|00:12
3 4176742 4.046482|00:12
4 4.070283| 3.973104/00:12
51 3.990463| 3.918991/00:12
6 3.920258] 3.884007]00:12
7 3.876218| 3.862094/00:12
8 3.803766| 3.854638/00:12
9 3.837198] 3.852936/00:12

Table 9 . The training and validation loss during training AWD-LSTM with
discriminative learning rates

We train the model with discriminative learning rates and gradual unfreezing. Firstly
we unfreeze the last two parameter groups; secondly, we unfreeze the last three
parameter groups; lastly, we unfreeze the whole model. This NLP best practice is
slightly different from the one of computer vision which considers unfreezing the
complete model at once. However, this NLP best practice proves significantly making
improvements [19]. Furthermore, we opt for choosing a small number of epochs
conforming to the original paper's setting [19] due to the so-called super-convergence
phenomenon [40]. Table 10, 11, and 12 display the three gradual unfreezing processes
respectively.

epoch|train loss|train acc|valid loss|valid acc|time
0 0.360814| 0.876289| 0.232974| 0.920033|00:05

Table 12 . Results of training with gradual unfreezing the last two parameter groups

epoch|train loss|train acc|valid loss|valid acc|time
0 0.275453| 0.904454| 0.184063| 0.930862|00:06

Table 11 . Results of training with gradual unfreezing the last three parameter groups

epoch|train loss|train acc|valid loss|valid acc|time
0 0.211038| 0.927253| 0.175658| 0.934194]00:08
1 0.182362(0.936318| 0.169076|0.933778/00:09

Table 10 . Results of training with gradual unfreezing the whole model

Specifically, Table 12 shows the prediction accuracy of ULMFIT. Utilizing ULMFiIT
produces a difference value between train and valid accuracies which approaches zero

(2.5 X 1073). This remarkable result suggests ULMFIT should be the excellent
choice of model to overcome overfitting.
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5. Conclusion

This research explores the use of transfer learning technique to leverage
language model in order to do a text classification task. Particularly, we implement
Universal Language Model Fine-tuning (ULMFIT) for Indonesian language as this
technique has the capability to overcome overfitting problem. To the best of our
knowledge, we believe this is the first ULMFIT model fine-tuned to Indonesian news
articles. Although the prediction accuracy in validation set is lower than the baseline
method, ULMFIT successfully reduces the overfitting difference between training and
validation accuracies from 4% to nearly zero.
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