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ABSTRACT 

Batak Toba is one of the tribes in Indonesia that has its own language and alphabet. 
However, not many Batak Toba people are familiar with the alphabet. In this paper, we 
use several feature extraction methods in the recognition process of Batak Toba 
handwritten text. For some features, between/within-class scatter matrix criterion is used 
to select the significant features. The k-NN classifier is used in the recognition step. The 
results show that elliptic Fourier descriptor is the most superior features that has 
recognition percentage greater than the other categories. 
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1. INTRODUCTION 
 

Batak Toba is one of the tribes in Indonesia that has its own language and alphabet. Among the Batak 

Toba people, many of them are not familiar with the Batak Toba alphabet, (Kozok, 2015). This 

research is an attempt to conserve the culture of Batak Toba especially the alphabet through 

recognizing the handwritten. According to (Kozok, 2015) and (Ghosh, et al., 2009), Batak Toba 

alphabet can be said more likely a kind of an abugida in writing system, which is an alphabetic-like 

writing system. The Batak Toba alphabet consists of 19 ina ni surat (primary letter) and 6 anak ni 

surat (appear as a diacritic to the primary letter that changes the pronunciation) without any distinction 

between upper-case and lower-case letters (Pasaribu & Hasugian, 2016). 

One main issue that occurs in pattern recognition system is in the determination of the data 

representation method (Jain, et al., 2000), so that the recognition rate can be improved. This is known 

as the determination of features extraction and features selection. The Batak Toba alphabets can be 

categorized as Brahmic family script similar with Assamese character (Sarma, 2009) and Arabic 

letters (Abandah, et al., 2014). The dominant characteristic of Batak Toba letters is the presence of 

stroke and curve which also appear those two letters. This similarity is the reason we adopted some 

of the features extraction that are used in (Abandah, et al., 2014). However, the Batak Toba alphabet 



is a non-cursive style alphabet, so not all features extraction that are applied in Arabic letters can be 

adopted in Batak Toba’s handwritten circumstances. 

According to our knowledge, there is only one publication that has been reported about Batak Toba 

character recognition (Panggabean & Rønningen, 2009). In their study, the printed Batak Toba font-

type was used as the character to be recognized. These Batak Toba font types were downloaded at 

(Kozok, 2008). Rather than using a font type, whereas we use Batak Toba handwritten text, the 

problems raised are more complex as the result of the variation in human handwriting style. 

In this study, we propose the Batak Toba handwritten text recognition system from the pre-processing 

step, extracting the significant features, feature selection process, and finally the classification 

process by using k-NN approach as the classifier. 

 
2. METHODOLOGY 

 

Batak Toba alphabet is usually called as si sia-sia or surat sampulu sia because the number of the 

letter (ina ni surat) in Batak Toba are nineteen (sampulu sia means nineteen) (Kozok, 2015). The 

nineteen letters are presented in Fig. 1. 

The whole proposed system is depicted in a block diagram (see Fig. 2). In this study, the handwriting 

from hundreds of high school students in Soposurung Balige, North Sumatera, Indonesia (see Fig. 3) 

who are familiar with the Batak Toba characters, were utilized as our dataset. The students were 

asked to write the Batak Toba alphabet (Fig. 1) in a piece of A4 paper. All of these handwriting 

databases is available at our website (Pasaribu & Hasugian, 2016).  

 
Figure 1. The modern version of ina ni surat 

 
Then the handwritten text papers were scanned at 300 dpi resolution and segmented afterwards by 

using the horizontal projection method for line segmentation and the vertical projection method for 

character segmentation (Casey & Lecolinet, 1996) (Cheriet, et al., 2007).  

The horizontal and vertical projection methods respectively are calculated by using these following 

equations (Sonka, et al., 2015): 
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where [ , ]B i j  represents the pixel intensities of the handwritten text image. 

 
Figure 2. Block diagram of the Batak Toba handwritten recognition system 

 
Figure 3. High school students in Soposurung wrote Batak Toba alphabet 

 
The segmentation process is illustrated in Fig. 4. 
 

 
           Figure 4. The process for line and character segmentation 



 

The segmented letters then organized into letters dataset to train and test the system. The example of 

letters collection is presented in Fig. 5.  

 

Figure 5. The sample of Batak Toba alphabet from ten respondents’ handwriting 
 
The next step is then to extract some common features and to select the significant features before 

the classification process. A thorough discussion of these topics is described in the following sections. 

 

3. FEATURES EXTRACTION 

Features extraction used in this paper is divided into five categories i.e. statistical, skeleton, boundary, 

directional, and elliptic Fourier descriptors (EFD), (Yampolskiy, 2004), (Abandah, et al., 2014). 

3.1 Statistical features 

The statistical feature is the most common feature used in the scheme of the character recognition 

system. In this category, 14 features are extracted. Area A is determined through this equation: 
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with ),( yxB  is the image intensity of binary image. 



The width (W) and height (H) of an object and its ratio (W/H) are used as features in this category. 

Then the division of foreground pixels in each quadrant i.e. upper-right of area (UR/A), upper-left of 

area (UL/A), lower-right of area (LR/A), lower-left of area (LL/A) are also counted in this category. 

The center of mass of the object in each coordinate ),( yx  is exploited to calculate the normalized 

central moments 0,2 and 2,0  by using the following formulas 
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As an example, the statistical feature of letter “ha” is depicted in Fig. 5. 

 
Figure 6. The statistical feature of letter “ha” 

3.2 Skeleton features 
 

In this category, three features are excerpted from the object’s skeleton (Kong & Rosenfeld, 1996). 

Branch points (BP) is the number of pixels at the branch of object’s skeleton, and end points (EP) is 

the number of end points. In addition, normal points (NP) which are points other than BP and EP, are 

taken as features in this category. The position of BP, EP, and NP are illustrated in Fig. 7.  

 



 
Figure 7. Illustration of EP (black circle), BP (white circle), and NP (gray circle) 

 

3.3 Boundary features 
 

From the object’s boundary, four features are taken into consideration. The coordinate of the outer 

boundary pixel is ))(),(( tytx  for mt ,,2,1  . The total pixel at the boundary is m. Freeman chain-

code (Freeman, 1961) is deployed to encode the pixel at the boundary. The orientation of every pixel 

to the adjacent pixel is put in a chain with codes }7,,1,0{)( tf  as displayed in Fig. 8. 

The length of perimeter T is determined by the following formula: 
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Figure 8. The 8-connectivy in Freeman chain-code 

 
The perimeter to diagonal ratio is also considered as the feature in this category through the formula: 
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And finally, the compactness ratio which is independent of the linear transformation: 
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3.4 Directional features 

In this category, the features are also taken from the object’s boundaries chain codes, but only with 

four directions. The other four directions are assumed to be the reflection of the first four. The 

directional features 3,2,1,0 , dDd  are defined as: 
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Different to (Abandah, et al., 2014), in this study, the object was not separated into any regions 

because Batak Toba character (letter) has no upper, middle, and lower zone as in Arabian letter. 

 

3.5 Elliptic Fourier descriptors 

In this category, the idea from (Kuhl & Giardina, 1982) is applied. This feature outperformed other 

methods based on closed contours (Trier, et al., 1996). The external boundary of an object is piece-

wise linear closed contour and is utilized in obtaining the elliptic Fourier descriptors (EFD). The four 

descriptors of order n are defined by 
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We adapted the algorithm in (Bose, 2000) to calculate every EFD coefficient. In this study, the sixth 

order is chosen for EFD features, because it results best character reconstruction yet not expanding 

the number of coefficients (See Fig. 9 and Fig. 10). 



 
Figure 9. Outer-boundary contour of letter “ha” 

 

 
Figure 10. Reconstruction of Fourier coefficient. Order 1-2-3 (above) and order 4-5-6 (below) of 

the letter “ha” 
 

By choosing the 6th order of EFD, the total coefficients are 26 on hand. The EFD features of letter “ha” 

is presented in Fig. 11 as an example. 

 

 
 

Figure 11. The 26 of the EFD feature of letter “ha” 
 

 

 

 



4. FEATURE SELECTION AND CLASSIFIER 

 

In many applications, some should deal with plenty of features. Therefore, eradicating irrelevant or 

even redundant features is an eminent step in pattern classification scheme. This process known as 

feature selection. Fundamentally, the goal is to aggregate the discriminative features. For this purpose, 

one should attain the high correlation between feature and target (relevancy) and at the same time 

avoid high correlation between feature-to-feature (redundancy) (Barchinezhad & Eftekhari, 2014).  

 

Ideally, discriminative features should have less intra-class variability and more variability in inter-

class as depicted in Fig. 12 (Dougherty, 2013). In this paper, the within-class scatter matrix wS  and 

between-class scatter matrix bS  (Johnson & Wichern, 2007) are exploited as a tool for selecting 

which feature in every category will improve the recognition rate. 

 

Figure 12. Illustration of intra/inter class variations 
 

Suppose there are C classes and let i  be the mean vector of class Ci ,,2,1  . Let iN  be the 

number of samples within class i . Then  
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and between-class scatter matrix 
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The objective in this step is to find the large between-class scatter matrix and the small within-class 

scatter matrix, through the ratio of trace matrix of bS  and trace matrix of wS  as described by Eq. (20). 
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where )tr(. is a trace of matrix (Anton & Rorres, 2014). 

 

The classification stage is the final stage in inspecting the trait of each feature category. There are 

numbers of classification method have been developed. Some classic widely used classifiers are k-

nearest neighbor (Barchinezhad & Eftekhari, 2014), linear discriminant analysis (Duda, et al., 2001), 

and support vector machine (Mu, et al., 2017). However, by the reason of simplicity, the k-NN 

classifier is chosen in this recognition process (Cover & Hart, 1967); (Zheng, et al., 2004). The k-NN 

algorithm begins at the test point x then expands a zone until it encircle k training samples and then 

labels it according to a majority vote of these samples (Dougherty, 2013); (Duda, et al., 2001) as 

illustrated in Fig. 13. 

 

Figure 13. Illustration of k-NN process 

Euclidean distance d  is employed as the proximity measure of the test point it  with the samples is  

as described in Eq. (21) (Theodoridis & Koutroumbas, 2009) 
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5. EXPERIMENTAL SETUP AND RESULTS 

 

In the first step, all categorical features are extracted from each segmented-character (letter), then 

applying the k-NN classifier (with 1 nearest neighbor) to recognize each letter in the Batak Toba 

alphabet. When the result is quite high, we assumed that the feature is already discriminative so that 

each letter distinguishable. Then the feature category which has a lower recognition rate undergoes a 

selection process. Finally, the results will be compared with the first step. 



Three metrics are utilized to evaluate the results: the recognition rate in term of sensitivity (Se) as the 

value to measure how good the system recognizes all the targeted letter correctly, specificity (Sp) to 

assess the ability of the system not to misclassify the particular letter, and precision (Pr) as a degree 

to estimate from all the letter that classified as a particular letter that certainly is from that letter. All 

evaluation metrics are determined in terms of TP (true positive), FN (false negative), TN (true 

negative), and FP (false positive) as follows: 
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The recognition rate or sensitivity when operating the statistical features set is depicted in Fig. 14. 

 

Figure 14. Recognition rate of statistical features set 

 

The recognition rate range is between 30% and 70%, with the major rate 40% (8 out of 19 letters or 

42% of letters). It can be said that the recognition by employing this feature is mediocre.  

The recognition rate when using the skeleton features set is presented in Fig. 15. 

 

Figure 15. Skeleton features set recognition rate 



 

From the above figure, the recognition rate is between 10% - 100%, and fluctuates around 40%. This 

variation of recognition rate expresses the instability of the system when taking the skeleton features. 

The boundary features set recognition rate is displayed in Fig. 16. 

 

 

Figure 16. Recognition rate of boundary features set 

It is shown that the recognition rate is between 30% and 60%. However, the majority is above 40%.  

 

Fig. 17 presents the recognition rate when taking the directional features set as the input. The 

recognition is between 30% and 80%. On average, the recognition rate is 53% and relatively constant 

and dominated by 50%. 

 

Figure 17. Directional features set recognition rate 

 

Meanwhile, the recognition rate when using EFD features set is given in Fig. 18. The results show that 

the recognition rate is between 50% and 100%. And surprisingly the results are dominated by 90% 

and 100%. 



 

Figure 18. Recognition rate of EFD features set 

 

In general, the comparison of the recognition rate in term of sensitivity of all features categories is 

depicted in Fig. 19.  

 

 

Figure 19. Comparison of recognition rate of all feature categories 

 

The entire results for other two evaluation metrics are reported in Table 1. Fig. 19 and Table 1 shows 

that the EFD features has superior recognition rate as well as the specificity and precision compared 

to other feature categories. There are five letters (about 26 %) that can be recognized perfectly 100%, 

about 37 % that has 90 % recognition percentage, and the rest have fluctuated recognition from 50% 

until 80% accuracy. However, in the most of the letter’s recognition, EFD feature set outperforms the 

others. 

 

 



Table 1. The other metrics for all feature categories 

Letter 

Stat Skel Bound Direct EFD 

Sp Pr Sp Pr Sp Pr Sp Pr Sp Pr 

a 0.97 0.50 0.94 0.27 0.95 0.23 0.97 0.55 0.99 0.91 

ha 0.96 0.36 0.93 0.22 0.97 0.33 0.99 0.83 1.00 1.00 

na 0.97 0.44 0.99 0.60 0.99 0.86 0.99 0.71 0.99 0.90 

ra 0.96 0.27 0.97 0.62 0.95 0.40 0.98 0.50 0.99 0.91 

ta 0.98 0.50 0.98 0.60 0.97 0.40 0.99 0.86 0.99 0.89 

ba 0.98 0.60 0.95 0.53 0.97 0.40 0.95 0.44 0.99 0.90 

wa 0.97 0.50 0.97 0.44 0.95 0.25 0.96 0.43 1.00 1.00 

i 0.96 0.36 0.99 0.86 0.99 0.80 0.98 0.57 0.98 0.64 

ma 0.98 0.50 0.97 0.40 0.96 0.42 0.97 0.50 0.99 0.75 

nga 0.98 0.70 0.98 0.50 0.95 0.31 0.95 0.31 0.99 0.83 

la 0.98 0.67 0.99 0.86 0.93 0.19 0.97 0.62 0.98 0.69 

pa 0.99 0.80 0.98 0.25 0.99 0.67 0.99 0.60 0.99 0.90 

sa 0.98 0.57 0.94 0.21 0.94 0.20 0.97 0.33 1.00 1.00 

da 0.98 0.57 0.95 0.33 0.99 0.75 0.98 0.57 0.98 0.67 

ga 0.97 0.50 0.96 0.33 0.98 0.50 0.98 0.60 0.99 0.91 

ja 0.97 0.44 0.99 0.80 0.96 0.42 0.97 0.50 1.00 1.00 

ya 0.97 0.45 0.98 0.56 0.99 0.83 0.98 0.70 1.00 1.00 

nya 0.92 0.24 0.98 0.50 0.98 0.43 0.96 0.30 0.99 0.90 

u 0.96 0.27 1.00 1.00 0.97 0.50 0.96 0.53 0.98 0.64 
 

Since only the results based-on EFD features category has high recognition percentage, therefore the 

other features are taken selectively by using the feature selection criteria as described in the Eq. (20) 

to improve the recognition rate. The threshold for J is 5.00. It means, features that has J value less 

than 5.00 is removed. Then, the recognition process is conducted again through the new features-set. 

 

The comparisons of recognition percentage before and after the feature selection process are 

displayed in the following figures. 



 

Figure 20. Recognition rate comparison before and after selection process, (a) statistical, (b) 
skeleton, (c) boundary, and (d) directional features 

 

In statistical category (Fig. 20 a), there are only 6 out of 19 letters (32%) have recognition 

improvement, i.e. letters “ha”, “ra”, “i”, “pa”, “ja”, and “u”. The range of recognition rate is around 30% 

to 70%. However, the feature selection process gave poor impact to the recognition of letter “a”, “ba”, 

“ma”, “nga”, “la”, “sa”, “da”, and “nya” (8 letters). Similar with statistical, skeleton category (Fig 20 b) 

also has 5 out of 19 (26%) letters that show improvement in recognition percentage, i.e. letter “a”, “na”, 

“ra”, “ta”, and “i”. However, most of the recognition percentages are decrease sharply due to the 

selection process. 

In boundary features category, it can be seen in Fig. 20 c, that there are 7 out of 19 letters (37%) 

show increasing of recognition rate significantly, i.e. letter “ra”, “ba”, “pa”, “sa”, “da”, “ga”, and “nya”. 

The range of recognition rate is improved from 30%-60% to 30%-80%. Only 5 letters (26%) show 

slight decline in the recognition rate, and the rest of the letters (37%) still at the same recognition 

percentage. Meanwhile in directional features category (Fig. 20 d) demonstrates the same numbers of 

improvement as the skeleton features category which is about 26 %, i.e. letter “a”, “na”, “ra”, “i”, and 

“pa”. And 32% (6 letters) show the same recognition rate before and after selection process, i.e. letter 

“nga”, “sa”, “ga”, “ja”, “ya”, and “nya”. Unfortunately, there are 8 letters (42%) have reduction in 

recognition percentage. 

Specificity and precision comparison are reported in Fig. 21 and Fig. 22 respectively. In general, the 

changes of these metrics are quite similar with recognition rate, but the specificity of the skeleton 

features is constantly above 0.94, except for letter “a”. 

 

(a) (b) 

(c) (d) 



 

Figure 21. Comparison of specificity before and after selection, (a) statistical, (b) skeleton, (c) 
boundary, and (d) directional features 

 

 

Figure 22. Precision comparison before and after selection, (a) statistical, (b) skeleton, (c) 
boundary, and (d) directional features 

 

(a) (b) 

(c) (d) 

(a) (b) 

(c) (d) 



6. CONCLUSION 

 

From the experiments, it can be inferred that the EFD features type is the most significant features in 

Batak Toba handwritten text recognition compared to statistical, skeleton, boundary, and directional 

features sets. At the average, it is more than 89% of Batak Toba handwritten recognition when using 

EFD as the feature extraction outperforms the other feature categories; which is 5 out of 19 letters can 

be recognized 100 % perfectly, i.e. letter “a”, “ra”, “wa”, “nga”, and “ga”. On the other hand, the feature 

selection procedures using the intra-class and inter-class scatter matrix criterion can only impact the 

statistical, boundary, and directional features set. The skeleton features show a sharp decrease after 

taking the feature selection procedures. These results bring suggestion to deploy another method for 

selection process. Finally, it can be concluded, despite of the classifier used in this process, EFD 

features extraction is the best features for Batak Toba handwritten text recognition. 

. 
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