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ABSTRACT 
One of the major problems in Question Answering System is how 
to classify a question into a particular class that further will be 
used to find exact answers within a large collection of documents. 
Kernel Dimensionality Reduction (KDR) is an alternative method 
that can be used for features reduction, and in the same time 
classify question type by using the most effective m-dimensional 
features in its vector space. In this experiment we used question-
answer pairs data from public health domain and word (unigram) 
features construction. This research shows that KDR correct rate 
performance is better than SVM after a head-to-head comparison 
from 100 observations. 

Categories and Subject Descriptors 
H.3.4 [Systems and Software]: Question-answering (fact 
retrieval) systems  

General Terms 
Experimentation, Algorithms, Performance. 

Keywords 
Kernel Dimensionality Reduction, Reproducing Kernel Hilbert 
Space, Supervised Machine Learning, Question Classification, 
Question Answering System 

1. INTRODUCTION 
Question answering system (QAS) is a form of information 
retrieval that used a natural language question as its input and 
returns explicit answers in the form of a single answer or snippets 
of text rather than a whole document or set of documents. One of 
the most challenges in QAS is how to classify a question into a 
particular class that further will be used to find exact answers 
within a large collection of documents. Two major approaches has 
been widely used in question classification, i.e. the pattern-based 
and machine learning approach [1]. While the pattern-based 

approach try to identify a question in its syntax form which can be 
resource intensive [2], on the other hand machine learning 
approach try to approximate in which class a question can be 
classified by using an already trained classifier [3], [4], [5]. 
 
The widely used algorithm in question classification using the 
machine learning approach are mainly based on supervised 
classification using the Support Vector Machines (SVM) [6], [7],  
[9], and Maximum Entropy [3], [4], [8] to analyze the semantic 
and syntactic structure. Due to the data sparsity and features 
selection problem in both algorithms, it is hard to choose the best 
features in a particular question class. In this paper we will 
introduce that Kernel Dimensionality Reduction (KDR) algorithm 
can be used to reduce word matrix features and in the same time 
classify question type using the most effective m-dimensional 
features in its vector space. The rest of this paper is organized as 
follow: section 2 will give an exploration of KDR and the feature 
selection method. Our research design will be described in section 
3, followed by the experiments and their results in section 4. 
Some discussions, conclusions and future works will be presented 
in section 5. 

2. METHODS EXPLORATIONS 
2.1 KDR with Reproducing Kernel Hilbert 
Spaces 
KDR is based on a particular class of operators on reproducing 
kernel Hilbert spaces (RKHS) [10]. A Hilbert space is an 
extension of a vector space. It requires the definition of an inner 
product on the vector space [15] which enables it to be called an 
inner product space. An example of an inner product on a finite 
vector space between any vector x and y is: 

 

The KDR algorithm relates dimensionality reduction to 
conditional independence of variables, and use RKHS to provide 
characterizations of conditional independence and thereby design 
objective functions for optimization. The hypothesis is to find 
effective subspace that can be formulated in terms of conditional 
independence. In particular, it is assumed that there is an r-
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dimensional subspace S ⊂ Rm such that the following equality 
holds for all x and y: 

 … (1) 

Let (A,B) be an m-dimensional orthogonal matrix such that the 
column vectors of A span the subspace S (so A is m × r), and 
define U=ATX and V=BTX. Because (A,B) is an orthogonal 
matrix, we can derive that p(X(x))=p(U,V(u,v)) and 
p(X,Y(x,y))=p(U,V,Y(u,v,y)).  

Eq. (1) is thus equivalent to: 

 … (2) 

In this way, the effective subspace S is the one which makes Y 
and V conditionally independent given U [10] (see Figure 1). 

 

Figure 1 Representation of Dimensionality Reduction [10] 

Another important viewpoint on the equivalence between 
conditional independence and the effective subspace is the mutual 
information condition that holds the dimensionality reduction. It 
is known that: 

 … (3) 
where I(Y,X) is the mutual information between X and Y. 
Because Eq. (1) and (2) implies I(Y,X)=I(Y,U), the effective 
subspace S is characterized as the subspace which retains the 
entire mutual information between X and Y, or equivalently, such 
that I(Y|U,V|U)=0. This produces again the conditional 
independence of Y and V given U. 

KDR uses covariance operator on RKHS to produce an objective 
function for dimensional reduction. If there is a set Ω consisting 
of feature vectors in its columns, RKHS is produced by using the 
kernel that has the following reducing property: 
<f,i(.,x)>H=f(x)for all x the elements in the vector space 
and all f the functions (or features in this sense) in H, the 
reproduced space. Fukumizu et. al. in [10] uses the Gaussian 
kernel i(x1,x2)=exp(-||x1-x2||2/2σ2). We will have 
thus (H,i) which is a reproducing kernel Hilbert space of 
functions on a set of random vectors in Ω with a positive definite 
kernel i:Ω×Ω→R and an inner product <.,.> in H. The vector 
space that has been reproduced by the kernel function need to be 
further processed to guarantee the conditional probability and 
linear independency of the reduced kernel. This is achieved in 
KDR by using the cross covariance operator ΣYX from H1 to H2 
that defined by the relation: 

 … (4) 

This relation implies that the covariance of f(X) and g(Y) is 
given by the action of the linear operator ΣYX and the inner 

product. Interested readers should refer to [10] for the complete 
mathematical proofs. 

 

2.2 Feature Selection 
The features in the m-dimensional space of documents are usually 
formed by its textual features. Information retrieval research 
suggests that word stems can be used effectively as representation 
units of a document. Such word stems are derived from the 
occurrence form of word by removing case and flections 
information [11]. This leads to an attribute-value representation of 
text. Each distinct word wi (unigram feature) corresponds to a 
feature with term frequency TF(wi,x), the number of times 
word wi occurs in the document x, as its value.  

Refining this basic representation, it is better to scale down the 
dimension of feature vector with their inverse document 
frequency IDF(wi) [12], which can be calculated from the 
document frequency DF(wi) which is the number of documents 
the word wi occurs in: 

 … (5) 

Where n is the total number of documents. In this research we 
assume that a question is comparable as a document, and thus we 
called our feature as inverse question frequency of wi, IQF(wi).  

Our word matrix representation will have i-rows, that equal the 
number of questions and j columns, which equal the number of 
features (see Figure 2). The problem with such representation is 
the sparsity of data in each feature (j-th column) that represent the 
occurrences of a term in the all i-questions. It is reasonable that 
not every word should be appeared in all questions. This kind of 
problem will be useful to evaluate the performance of KDR and 
compare it with other comparable supervised method, in this case 
the support vector machines. 

IQF-1st … IQF-jth

row 1-st

.

.

.

row i-th  

Figure 2 Matrix Representation of Questions 

2.3 Support Vector Machines 
Support vector machines (SVM) are based on the Structural Risk 
Minimization principle from computational learning theory [13]. 
Joachims in [14] described the idea of SVM as structural risk 
minimization that try to find a hypothesis h for which we can 
guarantee the lowest true error. The true error of h is the 
probability that h will make an error on an unseen and randomly 
selected test example. An upper bound can be used to connect the 
true error of a hypothesis h with the error of h on the training set 
and the complexity of H (measured by VC-Dimension), the 
hypothesis space containing h. Support vector machines find the 
hypothesis h which (approximately) minimizes this bound on the 
true error by effectively and efficiently controlling the VC-
Dimension of H. The SVM will thus in particular define the 
criterion to be looking for a decision surface that is maximally far 
away from any data point [16]. This distance from the decision 
surface to the closest data point determines the margin of the 



classifier. This method of construction necessarily means that the 
decision function for an SVM is fully specified by a subset of the 
data which defines the position of the separator. These points are 
referred to as the support vectors [16, 17] (see Figure 3). 

Both KDR and SVM are promising to be compared because each 
method can handle the text classification properties, i.e.: high 
dimensional input space, few irrelevant features, document 
vectors are sparse, and most text categorization problems are 
linearly separable [14]. 

 

Figure 3 Maximization of margin of the support vectors [16] 

3. EXPERIMENTAL SETTING 
3.1 Algorithms and Tools 
During the experiments the following algorithms and tools are 
used: 

1. KDR algorithm ( Fukumizu 2004); 

2. SVM Linear and RBF Classification ( 2004-2007 The 
MathWorks, Inc) ; 

3. KNN Classification ( 2004-2007 The MathWorks, Inc). 

3.2 Data  
We used questions from the public health domain. We 
downloaded the question-answer pairs from the Singapore 
Ministry of Health FAQ pages1 in the topics of swine flu (H1N1-
2009) and gastric flu. In total there are 92 questions from those 
two topics (73 questions about H1N1 and 19 questions about 
gastric flu). The reason we have chosen those topics based on the 
assumption, that topics that share the same context (in this sense 
the “flu” context), will share the same features. This assumption is 

important to form an objective orientation when we try to classify 
a test question in classifier that was constructed from the same 
(randomize) dataset. 

After we downloaded the FAQ, to obtain the version in Bahasa 
Indonesia, we used the Google translation tools2. The translation 
that we obtained was not directly used for the research. We 
reconstructed first some of the grammar and unmatched 
contextual terms that is used in daily Indonesian. After we have 
the final version of the translated FAQ in Bahasa Indonesia, we 

                                                                 
1 http://www.pqms.moh.gov.sg/apps/fcd_faqmain.aspx (menu: 

Illness and Diseases), accessed on February 2010 
2 http://www.google.co.id/language_tools?hl=id 

use Perl programming language to convert the FAQ into the 
feature matrix as described in section 2.2. We have thus for the 
feature matrix 92 rows and 1137 columns as features. 

3.3 Performance Evaluation 
In the benchmarking step, we trained first a classifier using the 
Linear and RBF SVM classification, and then tested it with 
random test data from a subset of the row data.  

The complete procedures of the benchmarking steps are: 
1. Using the whole matrix representation, we trained the data 

with SVM to separate two distinct classes using the [train, 
test] composition of [90, 10]. 

2. We tested the SVM classifier with the random generated test 
data from number 1, and find the correct rate for each 
composition in 100 runs.  

3. We use the correct rate to evaluate the performance of each 
classifier, as follow: 

 … (6) 
4. We saved the test-indexed question which will be used as the 

supervision vector in the KDR method. 
5. We reduced the features matrix representation using KDR 

using the 2-dimensional reduction, 100 iterations and 0.1 
learning rate. 

6. Use the result of the already reduced KDR matrix as the 
input vector for the SVM training. In this step we use the 
concept of “build classifier in the reduced space”, as also 

described in [10]. 
7. We use the saved test-indexed question (number 4) as the 

same test data for KDR classification.  
8. Compare the results of the original SVM and the enhanced 

KDR results. 

In our research, besides comparing the whole matrix, we also 
compare the KDR with “manual”-reduced SVM. This “manual”-
reduced SVM, is a reduced matrix that was formed by selecting 
the two most occurrence words that occur in all question classes 
after we applied the stemming and removed the stop words, and 
used them as the features. To compare the resulting KDR 
classification, we also took the KNN classifier [18], with K=2 and 
K=5, to see how close the distance among the classified question-
answer pairs.  

To compare the consistency of the KDR and the SVM 
classification, we used the head-to-head comparison over 100 
evaluation runs on both methods, i.e. we run the experiment 100 
times for each method and then count how many times a method 
outperforms the other. We also compute the mean and standard 
deviation for each method to see the performance in overall 
evaluation runs. 

4. EXPERIMENTS AND ANALYSIS 
We have run our experiments according to the setting which is 
described in Section 3. 

4.1 KDR Iterations and Dimensions 
The purpose of this experiment is to see the impact of KDR 
number of iterations and dimension construction. We run an 
experiment that used 50, 100 and 500 iterations to construct a 



dimension of 2, 5, 10, 15, 20, 50, 100, 125, 150 and 500. The 
result of this experiment can be seen in Figure 4. 

 

Figure 4 Performances of KDR Iterations and Dimensions 

From Figure 4, we can see that the performances of 2- and 10-
dimension reduced matrix are the best for all iterations. This 
indicates that KDR can still perform it best in a small number of 
dimension (features) which is important in the benchmarking 
steps (cf. section 3.3). We can also see from Figure 4, that the 
correct rate patterns are almost identical for each iteration. This 
result indicates that the number of iterations has no direct impact 
to the number of dimensions. Figure 5 plots the impact of number 
of iterations (Blue = H1N1, Yellow = gastric).  

 
Figure 5 Vector Distribution of KDR Classification (50, 100, 

500 and 1000) 

The number of iterations indicates how fast the learning rate 
closer to a convergence area in each training-classification 
session. Based on the results in this experiment, we choose the 2 
dimensions and 100 iterations as our default setting in the 
benchmarking steps. 

4.2 SVM and KDR Classification 
We used the SVM classification with linear and RBF function 
(sigma = 1). The resulting “mean value” correct rate classification 
of each random generated [90, 10] composition for all 1137 
features in four series of 100 training-classification runs can be 
seen in Table 1. For the “manual” reduced SVM, the most 

occurrence words that occur in both classes H1N1 and gastric flu 
are the word “flu” and “virus”. 

Table 1 SVM Results for All Features 

RBF Sig=1 Linear RBF Sig=1 Linear

0.8933 0.8867 0.8967 0.8822

0.8911 0.8744 0.8844 0.8933

0.8811 0.8978 0.8922 0.8689

0.8900 0.8878 0.8967 0.8856

SVM all features SVM Most 2-Words (flu-virus)

 
Result in Table 1 shows that “all features” SVM Linear 
classification performed better than when we choose only “several 
selected features”. To compare the performance of Linear and 
RBF SVM from Table 1 against the KDR algorithm, we run KDR 
experiment with 2-dimensional features in 50, 100, and 500 
iterations in four series of 100 training-classification runs, which 
further classified using the RBF and linear SVM classifier. The 
“mean value” of the correct rate in these experiments can be seen 
in Table 2. Results of these KDR experiments show again that the 
iterations number does not give any direct impact to the correct 
rate (cf. section 4.1). 

Table 2 KDR Performance 

RBF Sig=1 Linear RBF Sig=1 Linear RBF Sig=1 Linear

0.9783 0.9783 0.9722 0.9783 0.8261 0.9783

0.9722 0.9783 0.9783 0.9722 0.8056 0.9722

0.8701 0.9565 0.8701 0.8837 0.9565 0.913

0.8837 0.8701 0.9588 0.9565 0.8701 0.8837

KDR (2-dim, 100 iter)KDR (2-dim, 50 iter) KDR (2-dim, 500 iter)

 
Interpretation plot from the result in Table 1 and 2 can be seen in 
Figure 6a and 6b.  

 

Figure 6a Comparison of Correct Rate RBF Linear SVM 
(right) on Different Train-Test Composition 

Those figures give us an insight that KDR reduction matrix which 
is trained using the RBF-SVM and linear-SVM has given an 
almost identical correct rate patterns during the 4 series of 
training-classification runs. Such result is also hold for the 
original “all features” and the “manual” constructed features. 



 

Figure 6b Linear SVM (right) on Different Train-Test 
Composition 

4.3 Effectiveness of KDR 
To see how effective the dimension reduction in KDR, we also 
plotted the “manual” constructed 2-dimension features and the 
KDR 2-dimension. The plot can be seen in Figure 7a and 7b. 

 
Figure 7a 2-“Manual” Selected Features Linear SVM  

 
Figure 7b KDR 2-dim 100- iterations Classification 

Figure 7a & 7b give an indication that KDR is very effective to 
classify a huge number of features into a much smaller 
dimensions. KDR (Figure 7b) has produced better classification 
than the “manual” selected features (flu-virus in Figure 7a). 

4.4 KDR and KNN Classification 
The comparison of KDR and KNN gives another view of the 
KDR classification. Besides the reduced dimension that has been 
achieved with KDR, it also produces the classification that 
comparable with KNN. We used the data from the “manual” 

reduced features for our 2-NN and 5-NN classification. Figure 8 
shows the plot of our experiment with 5-NN Euclidean Distance 
Classification compare with KDR (100 iterations). The x and y-
axis the vector value estimations of the classifications.  

Figure 8 shows us that the distance between KDR classified 
vectors is much closer than the KNN classification. In other 
words, this means that KDR can classify the features in the right 
classification although the distances between the features are very 
close one to another. 

 

Figure 8 Comparison of Euclidean Distance (K=5) with 
“manual” selected features (flu-virus) and KDR (100 

iterations) 

4.5 Overall Performance Evaluation 
To observe the consistency of KDR, we evaluated the correct rate 
performance of SVM Linear and RBF with all features, SVM 
Linear with manual constructed features (virus-flu), against the 
KDR-2-dim-100 iterations, in 100 training-classification runs 
with 10% holdout test data. The overall performance of the 
evaluation runs can be seen in Table 3. The graphical 
interpretation of each method in this evaluation can be seen in 
Figure 9.  
 
Table 3 Overall Performances in 100 Evaluation Runs 

SVM Lin SVM RBF SVM Man KDR

Mean 0.882222 0.878889 0.813333 0.958889

Std Dev 0.080248 0.080674 0.073872 0.060457

Mean + 0.96247 0.959563 0.887205 1.019346

Mean - 0.801974 0.798215 0.739462 0.898432  
 
Because the value of mean +/- the standard deviation of each 
method is overlapping (see also Figure 9), the result is not 
conclusive. We need thus to evaluate the head-to-head 
comparison. This comparison gives an insight about the 
performance of each method in each evaluation run. We will see 
how many times a method outperforms the other. 
 



 

Figure 9 Correct Rate over 100 Evaluation Runs 

The result of the head-to-head comparison of 100 observations 
can be seen in Table 4. 

Table 4 Head-to-Head Comparison 
Comparison Lin RBF Man KDR

Lin 0 66 86 37

RBF 34 0 90 39

Man 14 10 0 13

KDR 63 61 87 0  
Each row in Table 4 gives the number of “winning” or equal 

correct rate of each method against the other. We can see from 
Table 4 that KDR classification outperforms the other methods. 
The “manual” constructed features perform the worst in each 
method; it indicates that such subjective selected features should 
be strengthened with some other features which will give better 
classification. 

5. CONCLUSIONS & FUTURE WORKS 
We found that KDR can be used as a promising alternative 
method to classify questions in Question Answering System. An 
important viewpoint is that KDR can effectively classify questions 
even with only very view features (words), i.e. 2-dimensions (cf. 
Section 4.1). KDR can also determine the best effective features 
in the vector space. The classifications of questions using the 
features reduction that KDR has determined in most of the time 
are better than the “manually” constructed features and the 
original “all feature” matrix (cf. Section 4.2 and 4.3). During the 
head-to-head comparison, we found that KDR outperforms 
significantly the SVM classification in many cases. This indicates 
that the features reduction that has been produced by KDR is very 
effective to be used in classification of questions (cf. Section 4.4 
and 4.5). 

As future works, we are going to apply KDR to strengthen the 
question classification and answer validation method in our 
ongoing research to build an Indonesian Question Answering 
System. In this sense, we are going to build a KDR classifier that 
can be used to anticipate a set of important features (words) from 
a question which could be classified into more than one question 

class (multi-labeling). The classification that produced by KDR 
will be important to find the real context of the question. 
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