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Welcome Message from Honorary Chairs

On behalf of the Organizing Committee of the 26th Pacific Asia Conference on Language, Information and
Computation (PACLIC 26), we would like to extend our warm welcome to all of the participants and speakers,
and in particular, we would like to express our sincere gratitude to our invited speakers.

This international conference is organized by the Faculty of Computer Science, Universitas Indonesia and is
supported by the I-MHERE DIKTI project. We are very keen to host a conference about language processing
fields which involves many researchers in this Asia Pacific region. We believe that this international conference
will open up the opportunities for sharing and exchanging original research ideas and opinions, getting
inspiration for future research, and broadening knowledge about various new topics and approaches in language
study. We hope that in this conference, the attendees would have the opportunity to meet with new people and
discuss the opportunity to collaborate together.

We chose to organize PACLIC 26 in Bali so that aside from attending this interesting conference, you can also
enjoy the scenery and the culture of Bali. We realize that there might not be enough time to see all the nice
places in Bali, but we hope that you can bring home some good memories.

We would like to express our sincere appreciation to the members of the Program Commitee for a fruitful
reviews of the submitted papers, as well as the Organizing Commitee for the time and energy they have devoted
to editing the proceedings and arranging the logistics of holding this conference. We would like to give an
appreciation to the authors who have submitted their excellent works to this conference. Last but not least, we
would like to extend our gratitude to the Ministry of Education and Culture of the Republic of Indonesia and
the Dean of the Faculty of Computer Science at Universitas Indonesia for their continued support towards the
PACLIC 26 conference.

Have a nice time in Bali and enjoy the conference.

Honorary Chairs:

Mirna Adriani (Universitas Indonesia)
I Wayan Arka (ANU / Universitas Udayana)
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Welcome Message from Program Co-Chairs

Welcome to Bali! This is the first time that the PACLIC conference is being held in Indonesia, and we are very
excited about this fact. By all accounts, Indonesia is a linguistic treasure trove, with over 700 living languages
today according to the Ethnologue report. Moreover, with an increasing number of its 240 million population
active on the Internet via the Web and social networks, clearly these are exciting times to be engaging in
computational approaches towards the languages of Indonesia.

However, this PACLIC conference in 2012 is special for other reasons, most notably the commemoration
of 25 years of the conference series. Over the years, the conference has developed into one of the leading
conferences in the fields of theoretical and computational linguistics, extending beyond the Asia-Pacific region.
This year, the specific research topics that the papers focus on can be classified into the following: discourse
& pragmatics, grammar & syntax, information extraction, information retrieval, lexical semantics, machine
translation, parsing, sentiment analysis, text summarization & paraphrasing, and word sense disambiguation &
distributional semantics. Moreover, there is an interesting mix of both theoretical and computational approaches
to almost all of the aforementioned topics.

We received paper submissions representing immense diversity, with authors from 29 countries or regions,
namely Australia, Bahrain, Belgium, Canada, China, Czech Republic, Denmark, Egypt, France, Germany,
Hong Kong, India, Indonesia, Japan, Korea, Macau, Malaysia, Pakistan, Philippines, Qatar, Singapore,
Slovakia, Sri Lanka, Taiwan, Thailand, Tunisia, United Kingdom, United States, and Vietnam. To ensure
that all accepted papers met the high quality standard of the PACLIC conference, all papers were sent to three
reviewers. Of the 117 submissions that we received, 39 papers (33%) were accepted for oral presentation, and
another 18 papers (15%) were accepted for poster presentation. We believe this has yielded an interesting,
diverse, and high-quality collection of papers, and are confident that the conference will be successful as a
result.

A successful conference is the result of many peoples efforts and contributions. Aside from the efforts of the
authors who will be presenting their current work, thanks must be given to the tremendous efforts made by
the program committee members in their paper reviews. Besides the oral and poster paper presentations, the
conference is enriched by several invited speakers. Firstly there is a Special Session commemorating 25 years
of PACLIC, which brings together Prof Kiyong Lee from Korea University, Prof Yuji Matsumoto from the Nara
Institute of Science and Technology, and Prof Benjamin T’sou from the Hong Kong Institute of Education, three
figures who have been instrumental in the formation of the PACLIC tradition. We have also scheduled invited
talks from Prof I Wayan Arka from ANU & Universitas Udayana and Prof Tim Baldwin from the University
of Melbourne. The expertise in the respective fields of all five speakers will undoubtedly provide us with
new insights for research. On behalf of the program committee, we express our heartfelt thanks to them all.
We would also like to thank the steering committee for their guidance, and the local organizing committee at
Universitas Indonesia for their dedicated efforts and their excellent coordination with all parties, which has
ensured that this conference will be a successful event.

Finally, we wish that you will all enjoy the conference presentations and resulting discussions between old and
new friends, and also have some time to enjoy the wondrous setting that is the island of Bali.

Program Co-Chairs:
Ruli Manurung (Universitas Indonesia)
Francis Bond (Nanyang Technological University)
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Abstract

In this paper we report our work on a factoid
question answering task that avoids named-
entity recognition tool in the answer selection
process. We use semantic analogical reason-
ing to find the location of the final answer from
a textual passage.We demonstrate that without
employing any linguistic tools during the an-
swer selection process, our approach achieves
a better accuracy than a typical factoid ques-
tion answering architecture.

1 Introduction

The task of a question answering system (QAS) is to
provide a single answer for a given natural language
question. In a factoid QAS, the system tries to give
the best answer of an open-domain fact-based ques-
tion. For example, the question “Where was an Ovi-
raptor fossil sitting on a nest discovered?”. A QAS
should return ‘Mongolia’s Gobi Desert’ as the final
answer.

A typical pipeline architecture in a fact-based
QAS consists of four main processes, i.e.: question
analysis, query formulation, information retrieval
and answer selection. The main source of complexi-
ty in a QAS lies in the question analysis and answer
selection process rather than in the information re-
trieval (IR) phase, which is usually achieved by uti-
lizing third-party modules such as Lucene, Indri, or
a web search engine.

The question analysis process seeks to determine
the type of a given question, which in turn provides
the expected answer type (EAT) of that question as
a specific fact type, such as person, organization or

location. The EAT will be used to select the best
answer during the answer selection process, usually
by utilizing a named-entity recognizer (NER) tool
in a factoid QAS (Schlaefer et al., 2006). Different
approaches have been used in order to improve the
performance of the answer selection component. Ko
et al. (2010) employed probabilistic models for an-
swer ranking of NER-based answer selection by uti-
lizing external semantic resources such as WordNet.
More advanced techniques utilizing linguistic tools
have been proposed in Sun et al. (2005), which uses
syntactic relation analysis to extract the final answer,
and Moreda et al. (2010), which employs semantic
roles to improve NER-based answer selection. Re-
cent work by Moschitti and Quarteroni (2011) pro-
posed classification of paired texts that learn to s-
elect answers by applying syntactic tree kernels to
pairs of questions and answers.

In our current work, we try to reduce the depen-
dency of the answer selection process on linguistic
tools such as NER systems. Our main concern is
that in reality we do not always have a complete N-
ER tool for every fact type. In our example men-
tioned above, the answer has a fact type which is
neither an exact location, person nor an organiza-
tion, i.e.: ‘Mongolia’s Gobi Desert’. In such case, a
NER-based system might fail to extract the answer.
Further, if we have a complete NER-tool, it is still a
complex problem to predict the location of the exact
answer in a retrieval result.

We propose an approach which we call seman-
tic analogical reasoning (SAR). Our approach tries
to predict the location of the final answer in a tex-
tual passage by employing the analogical reasoning
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Figure 1: Idea of Semantic Analogical Reasoning

framework from Silva et al. (2010). We hypothesize
that similar questions give similar answers. Based
on the retrieved similar questions, our approach tries
to provide the best example of question-answer pairs
and use the influence level (weights) of the semantic
features to predict the location of the final answer.

In the remainder of this paper, our basic idea and
related works of semantic analogical reasoning will
be presented in Section 2. The system architecture,
procedures, experiments, and performance evalua-
tion will be presented in Sections 3 and 4. Finally,
our conclusions and future work will be drawn in
Section 5.

2 Semantic Analogical Reasoning

The basic idea of semantic analogical reasoning is
to find a portion of text in a passage which is con-
sidered useful during the answer selection process.
Consider the two pairs of question and answer in
Figure 1. Both questions need a fact type as the final

answer, i.e. Mongolia’s Gobi Desert (a) and Nia-
gara Falls, N.Y. (b). We postulate that both ques-
tions have a high probability to share common an-
swer features that will be useful to find the location
of the final answer.

If we investigate the structure of the answer pas-
sage of question (a), we can see that the final an-
swer is a noun phrase (NP), which is surrounded by
a preposition (PP) and a stop sign (O). In question
(b), we also found that the final answer is located in
a sequence of PP-NP-O. Thus, if we can learn these
kinds of related structures between question answer
pairs for any EAT, we will have useful information
to predict the location of the final answer in a textual
passage. In this sense, we focus our work in learn-
ing the relational feature similarity between question
answer pairs.

Silva et al. (2007; 2010) has investigated a
statistical-based analogical reasoning (AR) frame-
work. It is a method for ranking relations based
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on the Bayesian similarity criterion. The underlying
idea of AR is to learn model parameters and priors
from related objects (question and answer pairs in
our case), and update the priors during the retrieval
process of a query. The objective of the AR frame-
work is to obtain a marginal probability that relates
a new object pair (query) with a set of objects that
have been learnt.

Most methods of classification or similarity mea-
sures focus on the similarity between the features of
objects in a candidate pair and the features of objects
in a query pair. AR focuses instead on the similarity
between functions that map pairs to links. To some
extent, this is the main reason that AR is appropriate
for our idea.

Wang et al. (2009) has shown that AR is effec-
tive in retrieving similar question-answer pairs in a
community-based QAS. They use statistical features
such as term frequency, common n-gram length, and
question answer length ratio. In contrast to our ap-
proach which tries to validate the location of a final
answer; their work is limited to the retrieval of sim-
ilar question.

The SAR approach, that we develop in this re-
search is an extension of our previous work (Toba
et al., 2011), which showed that AR can be used to
construct EAT patterns. In our previous research, we
used named-entity occurrences as features to relate
the question and answer pairs. This time, instead
of using named-entities as features, we use semantic
information - which is based on syntactic features -
to predict the corresponding named-entities.

Moschitti and Quarteroni (2011) use predicate ar-
gument structures, syntactic and shallow semantic
tree kernel features to train question and answer
pairs on SVM rank. Two consequences of using
complex linguistic features is high computational
cost and the requirement to have access to adequate
linguistic resources and tools. For these reasons, we
propose to use a simpler feature set, i.e. the trigram
sequences of syntactic chunk. Unlike the research in
Moschitti and Quarteroni (2011) that uses the whole
syntactic tree, in this research we only keep the or-
der of the root of any partial tree segment in trigrams
of part-of-speech (POS) sequences.

In short, we develop a set of procedures to deter-
mine the best similar question-answer pair and pre-
dict the final answer location of a given factoid ques-

Question Features Answer Features
Question word
(W5H) of a question
and its syntactic
chunk. Example: [NP
which WDT]

POS-tagger and syntactic chunk of
the final answer. Example: NP-NNP

Trigram of syntactic
chunk sequence
which appears in the
question. Example:
PP-NP-PP,
VP-NP-VP

Trigram of the final answer, [left -
answer - right chunk] (during
training). Example: PP-NP-VP.
Trigram chunk sequences of the
whole answer passage (during
testing)

Table 1: Question Answer Semantic Features used in the
Analogical Reasoning

tion. Our SAR approach extends the above men-
tioned related works in the following aspects:

1. We extend the AR framework from Silva, et al.
(2007; 2010) to re-rank the AR retrieval pro-
cess according to the most influential semantic
features.

2. We extend the question-answer retrieval pro-
cess of Wang, et al. (2009) and Moschitti and
Quarteroni (2011) to find the most possible fi-
nal answer location in a textual passage by uti-
lizing POS sequences as semantic features.

3 System Architecture

Our architecture is depicted in Figure 2. There are
two main process flows in the architecture. The
first one is the training process (noted by the dashed
lines), and the second one is the question answering
process (noted by the solid lines).

3.1 Question Answering Framework
During the training process, the semantic features as
described in Table 1 will be extracted and used in
the AR training module. The training process will
produce an AR model. Another important step in
the training process is the evaluation of the features
importance level. We need to know which seman-
tic feature has the most influence in the model. This
information will be important to select the best ques-
tion answer pair later in the re-ranking process.

In the question answering step, the shallow se-
mantic features of the question and the related an-
swer passages - which have been retrieved during
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Figure 2: System Architecture

the IR process - are extracted. In this step, we will
have a collection of ranked similar question answer
pairs from the learnt AR model. Each similar pair
needs to be evaluated (re-ranked), to make sure that
we will have the best similar pair. In the final step,
based on the best similar question answer pair, we
search for the location of the answer from the textu-
al passage by matching the sequence of the answer
chunk to produce the final answer.

3.2 Analogical Reasoning, Re-rank Process
and Final Answer Selection

In this part we summarize first the AR framework
as introduced by Silva et al. (2007; 2010). The
framework consists of two phases, i.e. the training
and retrieval process. Consider a collection of re-
lated objects with some unseen labels Lij’s, where
Lij ∈ {0, 1} is an expected indicator of the exis-
tence of a relation between two related objects i and
j. Consider then that we also have K-dimensional
vectors, each consisting of features which relates the
objects i and j : Θ = [Θ1 . . .Θk]T . In general, this
vector will represent the presence or absence of re-
lation between two particular objects.

Given the vectors of features Θ , the strength of
the relation between two objects i and j is computed
by performing logistic regression estimation as fol-
lows:

P (Lij |xij , Θ) = logistic(ΘTXij) (1)

where logistic(x) is defined as:

1

1 + e−x
(2)

During AR training phase, the framework learns
the weight (prior) for each feature by performing the
following equation:

P (Θ) = N(Θ̃, (cT̃ )−1) (3)

where Θ̃ is the logistic estimator of Θ, and N(m, v)

is a normal of mean m and variance v. Matrix
T̃ is the empirical second moment’s matrix of the
link object features, and c is a smoothing parameter
which is set by the user.

During the AR retrieval phase, a final score that
indicates the rank of predicted relations between two
new objects i and j (query) and the related objects
that have been learnt in a given set S is compute as
follows:

score(Qi, Aj) = log
P (Lij |Xij , S, LS = 1)

P (Lij = 1|Xij)
(4)

Silva et al. (2010) use the variational logistic re-
gression approach to compute the scoring function
in equation 4. This score gives the rank of similarity
of how “analogous” a new query is to other related
objects in a given learnt set S.

A drawback of AR as mentioned in Silva et al.
(2010) is that by conditioning on the link indicators,
the similarity score (eq. 4) between two objects i:j,
and other objects x:y, is always a function of pairs
(i,j) and (x,y) that is not in general decomposable
as similarities between i and x, and j and y. Due
to this limitation, we propose to evaluate the impor-
tance level (weight) of each feature which is used to
relate the objects, and use the weights to re-rank the
similarity score.

We empirically calculate the weighting factors for
each feature set in Table 1, with respect to the ex-
pected answer-type, by performing chi-square (x2)
evaluation ((Manning et al., 2008), pp. 255-256)
of overlapped features. The chi-square evaluation
of the weighting factors are computed from the AR-
retrieval results of the training data. To calculate the
importance of each feature, we performed a top-10
retrieval for each question during the training phase
on several parameter settings.
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No. Feature Set Weight
1. Answer Chunk 0.39
2. Question Word + Chunk 0.29
3. Left of Answer Chunk 0.22
4. Expected Answer Type 0.07
5. Right of Answer Chunk 0.03

Table 2: Weighting Factors of the Feature Sets. ‘Expect-
ed Answer Type’ is not part of the extracted and learnt
feature set in the AR model. The information about EAT
during the experiments is provided by the gold standard.

As suggested in Silva et al. (2010), the value of
the smoothing parameter is set as the ‘number of
positive links’ in the training data. We took varia-
tions of this smoothing parameter by multiplying the
‘number of positive links’ by a factor of: 0.1, 0.5, 2,
4, 8, 10 and 16 during the chi-square evaluation. Fi-
nally, we compute an average value to form the final
weighting factor of each feature, as can be seen in
Table 2.

The final answer selection strategy is started by
selecting the best question-answer analogous pair.
To select the best pair we performed first a top-10
AR retrieval, re-ranked them by using the feature
weighting factors, and finally took the best score
pair. This pair is considered as the best pair which
has the most overlapped features to the new ques-
tion. To select the final answer in a passage, we
performed a feature matching process of the answer
features, i.e.: the overlap of trigram POS chunks se-
quences ‘[left chunk - answer chunk - right chunk]’.

4 Experiments and Evaluation

The main objectives of our experiments are two-
fold: on one hand, we try to find the importance level
of the feature set that we use. On the other hand, we
evaluate the potential of our approach to locate fac-
toid answers in snippets and document retrieval sce-
narios without using any NER-tool. For the second
objective we run two kinds of experiments. The first
one is by using the gold standard snippets and the
second one is by performing a document retrieval
process.

In our experiments we use the question answer
pairs from CLEF 1 English monolingual of the year

1Question Answering at Cross Language Evaluation Forum
(http://celct.fbk.eu/ResPubliQA/index.php)

2006, 2007 and 2008. For the training data we use
the 2007 and 2008 collections. In total it consists
of 321 factoid question answer pairs. For the test-
ing data we use the 2006 collection, consisting of 75
factoid questions (Magnini et al., 2006).

In our empirical experiments, by performing chi-
square statistics, we find that the answer chunk is
the most important feature. The right-chunk of an
answer is the least significant feature. The complete
weighting factors of the feature set can be seen in
Table 2. In our experiments, we also add the EAT
parameter as one of the factors which will be impor-
tant in the re-ranking process.

We use the accuracy metric during evaluation
(Schlaefer et al., 2006) (Peñas et al., 2010), which
covers the proportion the number of questions cor-
rectly answered in the test set. We choose this kind
of evaluation because we are interested in the po-
tential of our approach to predict the location of an
answer in a given snippet / document.

4.1 Gold Standard Snippets

In this first experiment we assume that the IR pro-
cess performed perfectly and returns the best snip-
pet which covers the final answer. We choose Open
Ephyra (Schlaefer et al., 2006) as our competing
pipeline. This decision is based on the fact that Open
Ephyra employs two types of NER integrated in it.
The first type is the model-based NER which con-
sists of OpenNLP 2 and Stanford NER 3. The second
type is a dictionary-based NER that was specially
design for TREC-QA competition.To maintain the
fairness of the evaluation, we decided to only use
the first type (model-based NER) and build a special
trained answer-type classifier for CLEF datasets as
described in Toba et al. (2010). In short, we hold
the QA components of our approach and those of
Open Ephyra all the same, except for the final an-
swer selection.

The result of this experiment can be seen in Ta-
ble 3. Our approach outperforms the overall result
of Open Ephyra. The best accuracy of our approach
is achieved in the OTHER and LOCATION answer-
type, both 0.83, whereas the worst accuracy is for
the TIME-typed questions, 0.45. In particular, our

2http://opennlp.apache.org
3http://nlp.stanford.edu/ner/index.html
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Q.Type #.Quest. SAR OE-NER
measure 14 0.57 0.64
person 13 0.77 0.69
other 12 0.83 0.25
location 12 0.83 0.92
organization 13 0.62 0.54
time 11 0.45 0.73

all 75 0.68 0.63

Table 3: Gold Standard Experiment Accuracy

approach performs exceptionally well in the ‘OTH-
ER’ type. We believe this is due to the fact that
our strategy finds the location of an expected an-
swer without depending on the performance of an
NER-tool. An example of ‘OTHER-typed’ ques-
tions is (CLEF 2006 #8): “What is the Bavarian
National Anthem?”. The expected answer for this
question is: “God be with you, land of Bavarian-
s”. The answer chunk constituent in the gold stan-
dard snippet is a sequence of “VP-NP-O”, which
comes from the following snippet: “They ended
their demonstration by singing the Bavarian Anthem
”God be with you, land of Bavarians”. Then many
of them moved on to support another Bavarian tra-
dition – Oktoberfest.”.

If we look deeper into the feature set which is used
in the AR training in Table 1, our trigram chunk fea-
tures actually consist of two bigrams: (left+answer)-
chunk and (answer+right)-chunk. During the final
answer selection we consider these left and right
chunk-bigrams as part of the selection process, not
only the trigram sequence. This strategy is to ensure
that the answer could be covered in one of the pos-
sibilities: a chunk trigram, a chunk left-bigram, or a
chunk right-bigram.

In this first experiment, the most difficult ques-
tions to be answered are the TIME and MEASURE
question-types. The answer of the TIME answer-
type can be in the form of: dd/mm/yy, dd-mmm-
yy, a single year number, or in the form of hh:mm
a.m./p.m. These variations give rise to problems
during the feature extraction process, because some-
times the chunker recognizes variations as number-
s or as nouns. This problem also occurred in the
MEASURE-typed questions. A measurement can
be written as numbers (for example: “40”) or as text
(“forty”), and the chunker recognizes them differ-

ently, even though they express the same thing.
Figure 3(a) gives the number of expected “AR tri-

gram sequences” in each answer-type which needs
to be found in the snippets. We can see that for a fac-
toid question answering task, the expected answers
are mostly in the form of an NP (noun phrase).

4.2 Indri Document Retrieval
In our second experimental setting, we try to sim-
ulate our approach in a more realistic question an-
swering system. In the real situation, we will not
have any information about the semantic chunk of
the final answer. We assume that the best pair (i.e.
the top-1 pair after the re-ranking process) of the AR
answer features will supply us with that information.
We performed IR process by using Indri Search En-
gine to retrieve the top-5 documents and pass them
on to Open Ephyra and our system.

In this experiment, we use the same AR feature set
as in the first experiment during the training phase.
However, unlike the first experiment, during the top-
10 AR retrieval process, we only use the question
feature set, i.e.: the question word and its chunk, and
the question trigram of the semantic chunks. Due to
the lack of the answer features, we need to adjust
the way of the re-ranking process. We use a scoring
function (sf ) which takes the AR and Indri retrieval
results into consideration. We use the formula in e-
quation 5. We adjust the weight of the parameters to
fit the question features during the re-ranking pro-
cess of the AR retrieval results.

sf = {αOV (ai, aj) + βOV (bi, bj)} ∗ log(AR) ∗ IR ∗ 1

100
(5)

where:

a = question chunk
b = expected answer type
α = weight of overlap question word and chunk

(0.92)
β = weight of overlap expected answer type (0.08)
AR = score of the AR retrieval (see eq. 4)
IR = the weight of the Indri top-5 retrieval rank (5 to

1)
OV(x,y)= 1, if there is overlap between x and y in a

question i and its analogy pair j, otherwise 0

The result of this second experiment can be seen
in Table 4. Both the SAR approach and Open E-
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Figure 3: Number of Chunk Trigram Sequences in each EAT: (a) Snippet Experiment (b) Indri Retrieval
Experiment

phyra have a lower accuracy compared to the first
experiment. Once again, our approach achieves a
higher accuracy. In the NER-based system, the er-
rors are mainly caused by the model in the NER
tools which cannot find the appropriate answer. For
example for a person name “Carl Lewis”, the NER
tools can only recognize it either as Carl or Lewis,
but not the whole name.

Q.Type #.Quest. SAR OE-NER
measure 14 0.57 0.36
person 13 0.62 0.08
other 12 0.17 0.08
location 12 0.17 0.42
organization 13 0.23 0.15
time 11 0.27 0.27

all 75 0.33 0.23

Table 4: Indri Retrieval Experiment Accuracy

We classify the error types of our approach in
three groups, i.e.: (1) not covered by Indri retrieval,
(2) decreasing rank of relevant document because of

the AR re-ranking score function, and (3) irrelevant
example from the best AR pair. The frequency of
these error groups can be seen in Table 5.

Error Class Fre
AR Re-ranking (decreasing rank of relevant
documents)

19

Irrelevant AR Example 17
Indri Retrieval 14

Total not found answers 50

Table 5: Frequency of Error Classification of SAR Ap-
proach

In our opinion, the main drawback of our ap-
proach is that it suffers from the variations of sen-
tence structures - those of the snippets in the train-
ing set and those of the retrieved documents. These
variations influence the AR re-ranking and matching
process of chunk sequences. For instance, if the AR
best pair suggests that the answer should be locat-
ed at the end of a sentence, while that chunk could
not be found in the retrieved document, then we will
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have a negative result. An example of such case can
be seen in Table 6. The complete occurrences of
the expected trigram sequences in this second ex-
periment can be found in Figure 3(b).

Question and
Answer

SAR (found in
relevant document)

Expected (AR
retrieval)

Q: Who is
head of Bank
of Tokyo?
(CLEF 2006
#52) A:
Tasuku
Takagaki

Sequence: PP-NP-VP
Bank B-NP of B-PP
Tokyo B-NP
president I-NP
Tasuku I-NP
Takagaki I-NP
said B-VP

Sequence:
VP-NP-O
said B-VP
series B-NP
creator I-NP
Sherwood I-NP
Schwartz I-NP
. O

Table 6: Influence of Sentence Structures

5 Conclusion and Future Work

In this paper we have shown that by learning analog-
ical linkages of question-answer pairs we can pre-
dict the location of factoid answers of a given s-
nippet or document. Our approach achieves a very
good accuracy in the OTHER answer-type (cf. Sec-
tion 4.1). It shows the potential of our approach for
dealing with an answer-type with no available corre-
sponding NER tool.

Another finding in our experiments is that there is
no trigram answer chunk sequence that really dom-
inates in each answer-type. This suggests that each
question depends on the sentence structure of a giv-
en snippet, and has a different way to be answered.
This fact also suggests that our approach could suf-
fer from the variations of the sentence structures.In
our opinion, this is one of the reasons why the accu-
racy drops when the AR retrieval does not guarantee
the occurrence of an answer (cf. Section 4.2). How-
ever, our approach has achieved a higher accuracy
than a pure NER-based question answering system.

For our future work, we plan to develop a hybrid
method of our approach with NER-based methods
on larger and different datasets with more answer-
type variations. We also plan to conduct another
research in which we consider the trained question
answer pairs as a kind of rule set. In this sense we
look forward to combining the statistical approach,
i.e. the analogical framework, and the semantic ap-
proach, i.e. the knowledge (rule) acquisition from
the trained question answer pairs.
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