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General Chair’s Message 
 
 
 
Welcome to ICoDSE 2017, 
 
It is with a great pleasure that we extend our warm welcome to all the participants of the 4th  
International Conference on Data and Software Engineering 2017. This is an annual 
conference which started in 2014.  In the beginning the conference was organized by Institut 
Teknologi Bandung. In 2015, the conference is held by Gadjah Mada University. Last year, 
the conference is held by  Udayana University. This year, the Universitas Sriwijaya together 
with Knowledge and Software Engineering Research Group (from School of Electrical 
Engineering and Informatics, Institut Teknologi Bandung) is organizing this conference and 
technically co-sponsored by IEEE Indonesia Section.  
 
The theme of this year conference is “Delivering Data-Intensive Software System” .  
The ICODSE 2017 aims to bridge the knowledge between Academic, Industry and Community. 
This is a forum for researchers, scientists and engineers from all over the world to exchange 
ideas and discuss the latest progress in their fields. The two-day conference highlights recent 
and significant advances in research and development in the field of Data/Knowledge and 
Software Engineering. The conference welcomes contributions from two tracks, namely 
Research Track and Industrial Track.  
 
This year, we have received 110 submissions from 6 countries around the world, namely 
Indonesia, Malaysia, P.R. China, South Korea, United Arab Emirates, and United States of 
America. All submissions were peer-reviewed (blind) by at least 2 reviewers drawn from 
external reviewers and the committees, and 49 papers are accepted for presentations. 
 
Finally, as the General Chair of the Conference, I would like to express my deep appreciation 
to all members of the Steering Committee, Technical Programme Committee, Organizing 
Committee and Reviewers who have devoted their time and energy for the success of the 
event.  We also would like to thank our sponsor Intens, Lintasarta, BukitAsam, Teluu, and 
BukaLapak.  
 
For all participants, I wish you an enjoyable conference. 
 
 
 
Prof. Saparudin, Ph.D 
General Chair of 2017 International Conference on Data and Software Engineering (ICoDSE) 
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Abstract—Educational data mining(EDM) has been used 
widely to investigate data that come from a learning process, 
including blended learning. This study explores educational data 
from a Learning Course Management System (LMS) and 
academic data in two courses of Management Study Program, 
Faculty of Economics at Maranatha Christian University, which 
are Change Management (CM) in undergraduate program and 
Creative Leadership (CL) in master degree program as case 
studies. The main aim of this research is to provide feedback for 
the learning process through the LMS in order to improve 
students' achievement. EDM methods used are association rule 
mining and J48 classification. The results of association rule 
mining are two sets of interesting rules for the CM course and 
three sets of rules for CL course. Using J48 classification, two J48 
pruned trees are obtained for each course. Based on those results, 
some suggestions are proposed to enhance the LMS and to 
encourage students’ involvement in blended learning.   

Keywords— blended learning; educational data mining; 
association rules; J48 classification  

I.  INTRODUCTION  

The growth of Internet utilization in education in recent 
years has encouraged the development of blended learning, a 
variant of e-learning, which merges face-to-face instructions 
with technology-mediated instruction [1], [2]. Using blended 
learning, students have opportunities to obtain knowledge in a 
more convenient manner. Interaction of student and lecturer in 
blended learning could generate a huge amount of data, that 
recorded in a learning course management system [3]. 
Educational data mining (EDM) could be used to explore such 
data to acquire hidden knowledge. The knowledge can further 
be used to improve the system [4], [5]. 

This study explores EDM from a learning course 
management  system (LMS) and academic data in the courses 
of Management Study Program,  Faculty of Economics at   
Maranatha Christian University. The courses  adopt a blended 
learning system with full face-to-face instruction. The main 
objective of this research is to provide feedback for the 
learning process through the LMS in order to improve 
students' achievement. As case studies, this research 
investigates data from two courses of human resources 
management subjects. The first course is Change Management 

(CM) in undergraduate program and the second is Creative 
Leadership (CL) in master degree program. The findings from 
EDM of these data would be proposed to enhance the system. 

This research is an extension of previous study [6], the 
objective of which is to analyze students' activity in 
programming subjects through blended learning in order to 
enhance students' achievement in their study. There are some 
differences between this work and [6]. Data set of the prior 
work derived from one academic year, while data set of this 
work came from three academic years. Subject of the prior 
work was programming subject, while subject of this work 
was social subject. Students online activities in the prior work 
were viewing resource, doing exercise, and attempting quiz, 
while students’ online activities in this work were attempting 
quiz and attempting examination. EDM techniques used in this 
study are not only association rules, but also decision tree 
classification.  

Based on [11], there are some critical factors affecting 
students in learning using the LMS, such as: learner computer 
anxiety, instructor attitude toward e-learning, e-learning 
course flexibility, e-learning course quality, perceive 
usefulness, perceived ease of use, and diversity in assessment. 
In [12], the critical factors include the following aspects: 
learner’s characteristics, instructor’s characteristics, institution 
and service quality, infrastructure and system quality, course 
and information quality, and extrinsic motivation.  

We are focusing our study in the following research 
question: what kind of students’ activities need to be 
emphasized to improve engagement in a blended learning 
environment? We hypothize that our existing LMS can only 
attracts students in limited number of (obligated) activities 
which lead them to achieve a certain level of final grade, but 
not really contributes in the learning process itself.  

Online assessment data, which is extracted from the LMS, 
will be analyzed by using association rules and classification 
techniques. Association rules mining is consider as a good tool 
to obtain general rules which indicate significant students’ 
activities and their achievement in a learning process. Further, 
classification technique, based on tree induction, is use to 
analyze the robustness of a generic rule, which would 
contribute to the LMS' features enhancement. The overall 
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results will be used to generates several enhancement features 
which could improve students’ involvement and enthusiasm in 
the learning process. 

II. LITERATURE STUDY 

In Romero [7] and Baker [8], there are some data mining 
techniques in educational data mining work, namely 
prediction, clustering, relationship mining, distillation of data 
for human judgment, and discovery with models. In this study, 
the data mining methods used for EDM are association rule 
mining and classification for prediction.  

A. Association Rule 

An association rule is written as an implication of the form 
A => B  where A ⊂  X, B ⊂  X, A ≠ φ ,B ≠ φ , A ∩ B = φ , 
and    X = {x1, x2 , . . . , xn } is an item set. D is a set of 
transactions T where T ⊆  X, T ≠ φ . The rule A => B, has 
support (s), which defined as a probability that a transaction T 
contains A ∪ B. Confidence (c) of the rule is defined as a 
probability that a transaction having A also contains B. A 
strong association rule is a rule that satisfies a minimum 
support threshold and a minimum confidence threshold [9]. 

The generation of rules in association rules mining consists 
of two step process [9]. The first process is finding all frequent 
item sets based on minimum support threshold. The next 
process is producing strong association rules from frequent 
item sets that complied minimum support and minimum 
confidence threshold.  

Lift is a correlation value to measure importance of a rule. 
For rule A => B, lift is defined as [9]: 

)()(
)(

),(
BPAP

BAP
BAlift

∪=                                   (1) 

A lift value less than 1 indicates that the occurrence of A is 
negatively correlated with the occurrence of B. A lift value 
greater than 1 indicates that A and B is positively correlated. 
However, a lift value equal to 1 indicates that there is no 
correlation between A and B [9]. 

B. Classification 

The classification technique is one of predictive data 
mining tasks utilized to classify hidden data [9], [10]. The 
classification model is generated in a learning step to analyze 
a training data. The next step is to apply the model to predict a 
new data class. This study used a decision tree induction as a 
classification method, that is J48 classification. The J48 is 
Weka's implementation of C4.5 decision tree learner as an 
improved version, that called C4.5 revisions 8 [10]. 

III. METHODOLOGY 

The research methodology used in this study consists of 
following steps : 

A. Data preparation 

Data set was extracted from two courses of human 
resources management subjects, which are: CM course in 
undergraduate program and CL course in magister program. 
Both courses are conducted as blended learning courses. The 
courses combine face-to-face instructions with a learning 
management system (LMS). The LMS is used to perform 
online quizzes and online examination. The data set was 
extracted from even semester in three academic year, 
2014/2015, 2015/2016, and 2016/2017 for both courses. 

B. Data set of CM Course 

For CM course, the data set has been extracted from 234 
students.  Each piece of student data consists of personal data, 
online quizzes scores, online examination scores,  mid 
semester final scores, end semester final  scores,  course final 
score, and activity level. The activity level is counted as the 
frequency of students participations in quizzes. Each online 
quiz was conducted weekly from beginning until end 
semester, so there were 14 online quizzes. Online quizzes and 
online examinations  combined with written examinations 
would determine final scores for mid semester and end 
semester. Course final grade would be ascertained by mid 
semester final grade, end semester final grade, and final 
assignment grade. In this case, final assignment grade is not 
involved in the data set, because online activities are not 
included in assessing assignment.  

As shown in Table I, a group of attributes has been 
selected for EDM. These attributes are : 

a. online quizzes grades, divided into quizzes grade 
before mid semester and quizzes grade before end 
semester 

b. online examination grades, consisted of online mid 
semester exam and online end semester exam 

c. examination final grades, consisted of mid semester 
final grade and end semester final  grade 

d. activity level, transformed from participation 
frequency in quizzes 

e. course final grade 

C. Data set of CL Course 

For CL course, the data set has been extracted from 180 
students.  Each piece of student data consists of personal data, 
online quizzes scores, online examination scores, mid 
semester final scores, end semester final scores, assignments 
final scores, course final score, and activity level. The activity 
level is counted as the frequency of students’ participations in 
quizzes. Quizzes were conducted as many as three until nine 
quizzes in the semester. Course final grade would be 
ascertained by mid semester final grade, end semester final 
grade, and final assignment grade. In this case, final 
assignment grade is involved in the data set, because online 
activities are included in assessing assignment. 

As shown in Table II, a group of attributes has been 
selected for EDM. These attributes are: 

a. online quizzes grades, transformed from the average 
of quizzes scores 
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b. online examination grades, consisted of online mid 
semester exam and online end semester exam 

c. examination grades, consisted of mid semester exam 
grade and final exam grade 

d. assignment final grades, calculated from online 
quizzes scores and assignments scores 

e. activity level, transformed from participation 
frequency in quizzes 

f. course final grade 

TABLE I.                                                                                                                   
STUDENT’S  DATA SET FOR CM COURSE 

Attribute 
Name Description Possible Values 

GradePreMid Online quizzes grade before 
mid semester  

[Excellent, Good, Fair, 
BelowAvg, Poor] 

GradeMidOL Online mid exam grade [Excellent, Good, Fair, 
BelowAvg, Poor] 

GradeMidF Mid semester final grade [Excellent, Good, Fair, 
BelowAvg, Poor] 

GradePreFinal Online quizzes grade before 
end semester  

[Excellent, Good, Fair, 
BelowAvg, Poor] 

GradeFinalOL Online final exam grade [Excellent, Good, Fair, 
BelowAvg, Poor] 

GradeFinal End semester final grade [Excellent, Good, Fair, 
BelowAvg, Poor] 

ActivityQ Activity level  [Low, Medium, High]

GradeC Course final grade  [Excellent, Good, Fair, 
BelowAvg, Poor] 

TABLE II.                                                                                                                   
STUDENT’S  DATA SET FOR CL COURSE 

Attribute Name Description Possible Values

GradeMidOL Online mid exam grade [Excellent, Good, Fair, 
BelowAvg, Poor] 

GradeMidF Mid semester exam 
grade 

[Excellent, Good, Fair, 
BelowAvg, Poor] 

GradeFinalOL Online final exam grade [Excellent, Good, Fair, 
BelowAvg, Poor] 

GradeFinal End semester Final 
grade 

[Excellent, Good, Fair, 
BelowAvg, Poor] 

GradeQ Online quiz grade [Excellent, Good, Fair, 
BelowAvg, Poor] 

GradeAss Assignment final grade [Excellent, Good, Fair, 
BelowAvg, Poor] 

ActivityQ Activity level  [Low, Medium, High]

GradeC Course final grade  [Excellent, Good, Fair, 
BelowAvg, Poor] 

D. Data mining techniques 

In this study, investigation on the students’ data set was 
conducted to discover whether the LMS could be used 
effectively in learning process to enhance the students' 
academic achievement. The experiments were performed 
twice, one for the students’ data set of the CM course and the 

other for the students’ data set of the CL course. For each data 
set, exploration utilized association rule mining and tree 
classification mining. 

IV. RESULT AND DISCUSSION 

The data mining tools used during the experiments is 
WEKA version 3.8.1. To determine whether a rule is 
interesting in association rule mining, three parameters are 
considered, those are: support, confidence, and lift. The 
minimum support is set as 0.1, the minimum confidence is 
0.75, and the lift must be greater than 1.0. 

A. Result of Experiments of CM data set 

Fig. 1 shows a histogram of distributions of grades in the 
CM course. Grade distributions for online quizzes before end 
semester (QPreFinal) is better than online quizzes before mid 
semester (QPreMid). Likewise, grade distributions for online 
final exam (FinalOL) is better than online mid exam (MidOL).   

The results of association rule mining against the students' 
data set of CM course are shown in Table III and Table IV. In 
Table III, a set of interesting rules indicates associations 
between activity level, grade of online  quizzes before mid 
semester, grade of online mid exam, and final grade of mid 
semester.  The students that obtained fair and good for mid 
semester final grade, had high activity level. Similarly, the 
students that gained excellent and good for online mid exam, 
also had high activity level. However, activity level did not  
distinguish online quizzes grade before mid semester. The last 
rule in Table III, shows that students with medium activity 
level obtained poor grade for online quizzes before mid 
semester.  

 

 
 

Fig. 1. Histogram of distributions of grades in CM course 

In Table IV, a set of interesting rules indicates associations 
between activity level, grade of online quizzes before end 
semester, grade of online final exam, and final grade of end 
semester.  The rules in table 3 dominates by students that had 
excellent grade for end semester final grade, online final 
exam, and online quizzes before end semester. All the students 
had high activity level.  
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From rules in Table III and Table IV, we might conclude 
that the students studied more seriously towards end semester 
compared to pre-mid semester, especially from online quizzes. 

TABLE III.                                                                                                                                 
RULES OF STUDENTS' ACTIVITY OF THE CM COURSE BEFORE MID SEMESTER 

No Association Rule Sup. Conf. Lift 

 1. 
GradeMidF=Fair ==> 
ActivityQ=High    

0.26 0.83 1.13 

 2. 
GradeMidF=Good ==> 
ActivityQ=High      

0.19 0.96 1.3 

 3. 
GradeMid=Excellent ==> 
ActivityQ=High    

0.2 0.9 1.22 

 4. 
GradeMid=Good ==> 
ActivityQ=High     

0.12 0.94 1.27 

 5. 
GradePreMid=BelowAvg 
==> ActivityQ=High  

0.25 0.85 1.15 

 6. 
GradePreMid=Fair ==> 
ActivityQ=High      

0.16 0.93 1.25 

 7. 
GradePreMid=Good ==> 
ActivityQ=High      

0.14 1 1.35 

 8. 
GradePreMid=Excellent 
==> ActivityQ=High      

0.1 1 1.35 

 9. 
ActivityQ=Medium ==> 
GradePreMid=Poor     

0.17 0.76 2.59 

 
This study further explored the relationships between 

course final grade with the group attributes using the J48 
classification with ten folds cross validation. The classification 
is used to derive general rules from data set to indicate which 
students’ activities that affect students’ final grade in the 
course. 

The result of the classification for CM course students' 
data is shown in Fig. 3 in the form of a J48 pruned tree with 
60.25% accuracy. There are 141 correctly classified instances 
and 93 incorrectly classified instances. As shown in Fig. 3, 
there are two numbers (n/m) for each leaf in the tree, which 
mean that n instances reach the leaf, but m instances are 
classified incorrectly [10]. 

TABLE IV.                                                                                                                         
RULES OF STUDENTS' ACTIVITY OF THE CM COURSE AFTER MID SEMESTER 

No Rule Sup. Conf. Lift 

 1. 
GradeFinal=Excellent ==> 

ActivityQ=High     
0.42 0.94 1.27 

 2. 
GradeOnlineFinal=Excelle

nt ==> ActivityQ=High     
0.26 0.92 1.25 

 3. 
GradePreFinal=Excellent 

==> ActivityQ=High    
0.25 1 1.35 

 4. 
GradePreFinal=Fair ==> 

ActivityQ=High     
0.18 0.78 1.06 

 
The most affective attribute in predicting course final 

grade is end semester final grade (GradeFinal).  If GradeFinal 
is fair, then course final grade would be determined by online 
final exam grade.  If GradeFinal is good or below average, 
then course final grade would be determined by online mid  
exam grade.  If GradeFinal is excellent or poor, then course 
final grade would be determined by mid semester final grade.  

In the subtree of fair GradeFinal, the course final grade are 
below average or fair. In the subtree of good GradeFinal, the 
course final grade are good or fair. In the subtree of excellent 
GradeFinal, the course final grade are good or excellent, but 
there is an instance that has below average for the course final 
grade. In the subtree of poor GradeFinal, the course final 
grade are below poor or fair. In the subtree of below average 
GradeFinal, the course final grade are poor, below average or 
fair. In this case, online exam contributes in determining 
course final grade, especially for the students that have good, 
fair, or below average GradeFinal.  

B. Result of Experiments of CL data set 

Fig. 2 shows a histogram of distributions of grades in the 
CL course. Grade distributions for grade distributions for 
online final exam (FinalOL) is better than online  mid  exam 
(MidOL).  However, grade distributions for online quizzes 
(Quiz) is worse than online  exam (MidOL or FinalOL).   

The results of association rule mining against the students' 
data set of CL course are shown in Table V, Table VI, and 
Table VII. In Table V, a set of interesting rules indicates 
associations between activity level, grade of online mid exam, 
and final grade of mid semester. The students that obtained 
excellent for mid semester final grade, had high activity level. 
Similarly, the students that gained excellent and good for 
online mid exam, also had high activity level. 

In Table VI, a set of interesting rules indicates associations 
between activity level, grade of online final exam, and final 
grade of end semester. The students that obtained excellent for 
end semester final grade, had high activity level. Similarly, the 
students that gained excellent and fair for online final exam, 
also had high activity level.  

In Table VII, a set of interesting rules indicates 
associations between activity level, grade of online  quizzes, 
and final grade of assignments. The students that obtained 
excellent for assignment final grade, had high activity level.  
However, activity level did not  distinguish online quizzes 
grade. From the rules listed in Table V, Table VI, and Table 
VII, we might conclude that the students performed online 
exam more seriously compared to online quizzes. 

 

 
 

Fig. 2. Histogram of distributions of grades in CL course 

2017 International Conference on Data and Software Engineering (ICoDSE)



 
 

Fig. 3. J48 Decision Tree for CM course 

 

The result of the classification for CL course students' data  
is shown in Fig. 4 in the form of a J48 pruned tree with 
78.89% accuracy. There are 142 correctly classified instances 
and 38 incorrectly classified instances. The most affective 
attribute in predicting course final grade is  final assignment 
grade (GradeAss). If GradeAss is excellent or good, then 
course final grade would be determined by  end semester final 
grade.  However, if GradeAss is fair or poor, course final 
grade is determined directly by GradeAss. In the subtree of 
excellent GradeAss, the course final grade are good or 
excellent. In the subtree of good GradeAss, the course final 
grade are excellent, good or fair. In this case, although online 
quizzes contribute in determining GradeAss, however online 
activities do not explicitly appear in J48 pruned tree. 

 

 

Fig. 4. J48 Decision Tree for CL course 

Based on the results have been described, some 
suggestions are proposed to improve students’ involvement 
and enthusiasm in learning process. The LMS should be 
facilitated with a recommender to give feedback to the 
students personally based on their activities [7], such as their 
achievement, a notification of next tasks, and assistance to 
adapt learning contents. To encourage students’ motivation in  
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learning, some features such as a leader board, gamification, 
or a tournament could be provided as proposed in [6]. 

TABLE V.                                                                                                                
RULES OF STUDENTS' ACTIVITY OF THE CL COURSE BEFORE MID SEMESTER 

No Rule Sup. Conf. Lift 

 1. 
GradeMidF=Excellent 
==> ActivityQ=High  0.45 0.8 1.14 

 2. 
GradeMidOL=Excellent 

==> ActivityQ=High      0.30 0.79 1.13 

 3. 
GradeMidOL=Good ==> 

ActivityQ=High      0.11 0.87 1.23 

TABLE VI.                                                                                                                             
RULES OF STUDENTS' ACTIVITY OF THE CL COURSE AFTER MID SEMESTER 

No Rule Sup. Conf. Lift 

 1. 
GradeF=Excellent ==> 

ActivityQ=High     0.43 0.81 1.15 

 2. 
GradeFOL=Excellent ==> 

ActivityQ=High      0.27 0.83 1.18 

 3. 
GradeFOL=Fair ==> 

ActivityQ=High      0.21 0.77 1.09 

TABLE VII.                                                                                                                    
RULES OF STUDENTS' ACTIVITY OF THE CL COURSE IN ASSIGNMENTS 

TABL
O 

Rule Sup. Conf. Lift 

 1. 
GradeAss=Excellent 
==> ActivityQ=High     

0.46 0.87 1.24 

 2. 
GradeQ=Good ==> 

ActivityQ=High      
0.22 1 1.42 

 3. 
GradeQ=Fair ==> 
ActivityQ=High      

0.17 0.86 1.21 

 4. 
GradeQ=BelowAvg 
==> ActivityQ=High     

0.15 0.75 1.06 

 5. 
GradeQ=Excellent ==> 

ActivityQ=High      
0.12 1 1.42 

 6. 
ActivityQ=Low ==> 

GradeQ=Poor      
0.12 1 3.83 

 

V. CONCLUSION 

This research have investigated  students' activities data 
using EDM techniques to discover interesting rules and 
patterns in a blended learning system.  This study reveals that 
there are strong correlation between students' activities in the 
form of online assessment and examination with their final 
grade. To improve students achievement and engagement in 
blended learning, the LMS should be facilitated with a 
recommender feature and some features to increase students 
motivation during their learning process.  
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