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Simple Analogical Reasoning using Word Occurrences

for

Question Answering Passage Retrieval

Hapnes Toba
Information Retrieval Laboratory
Universitas Indonesia
Depok 16424, Indonesia

hapnes.toba@ui.ac.id

ABSTRACT

Recent approaches to question answering (QA) attesnmodel

the relation between existing question-answer paird apply this
model to the construction of answers to novel doest In this
paper we study whether a question and its answebeaelated
using simple word occurrence features, and whettierelational
model can improve the passage retrieval task ofAappeline.

We argue that in this context, words appearing nswers in
analogous question-answer pairs may representnfloemation

needs of a query, thus may also appear in othesagas which
have some analogical or related features. We attémigverage
this through query expansion strategies. In ouresrgental

setting, analogy is measured as the similarity betwword
occurrences’ of related question and answer paird,is modeled
using the Bayesian Analogical Reasoning (BAR) fraom&. The

resulting model is used to rank retrieved candidateswer
passages. Experiments using the ResPubliQA 2009 280

collections show that the analogy-based query esipardoes not
perform better than the baseline method, but magest better
performance using more sophisticated linguistidufiess.

Categories and Subject Descriptors
H.3.4 [Systems and Softwarek Question-answering (fact
retrieval) systems

General Terms
Algorithms, Experimentation, Performance.

Keywords
Bayesian Analogical Reasoning, ResPubliQA, Meaniprecal
Rank, Passage Retrieval.

1. INTRODUCTION

Question Answering (QA) is a specific form of infeation
retrieval (IR) that seeks to produce an exact angyieen a
natural language question [1]. Most recent QA aechiires are
highly dependent on third-party search enginesdq@th as Indri
and Lucene, or web-based search engines, e.g. &andlYahoo.
Given a query that is typically a reformulation tfe natural
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language question, these search engines work teyirfd) then
most relevant textual passages, which could rangam f
paragraphs to entire documents, from which thel famswer is
constructed. Unlike the conventional search taskichvdepends
on a number of fixed search terms, i.e. keywomls, QA task the
guestion first needs to be analyzed in order tapce a final
answer that reflects some specific information n&amhsider the
guestion: “On what day did the Chernobyl nuclear accident
happen?” A conventional search engine (IR) might, for amste,
be able to retrieve the following passat@hereas, following the
accident at the Chernobyl nuclear power-station 26 April
1986, considerable quantities of radioactive matksri were
released into the atmosphere, contaminating fodfistand
feedingstuffs in several European countries to lteg@gnificant
from the health point of view;"However, this question has a
specific information need about the time of occneee (according
to the terms‘'what day” and“happen” in the question) for an
event about théChernobyl nuclear accident”Humans who are
proficient in the required language can easily usi@dad this kind
of interpretation to produce a final answg6 (April 198§ from
the retrieved passage. Precisely identifying thewan in this
manner remains a challenge for a QA system.

Obviously, the difficult task of constructing a dinanswer will be
made easier if the final answer is already incluithed limited set
of passage retrieval results. In this context,gedormance of an
underlying search engine is important [2] to reierelevant
passages. Recent work in information retrievaltagies that are
specific to the QA task are mostly focused on: distic and
semantic constraints [3], relevance feedback [@mantic role
indexing [5] or by topic indexing [6]. Despite #®& recent
approaches, performing QA passage retrieval in aremo
conventional information retrieval way, i.e. usisg-called “bag-
of-words” features consisting of appropriate questerms, could
be preferable if important search terms are alrestdied in the
question.

Recently, a new approach has been developed ttizdéds on the
relational data between existing question-answeirs p§7].
Typical QA systems consider questions and answes a
independent elements, where the task is constgictime
appropriate answer for a given question. From pegspective,
there is no gain to be obtained from an existinjection of
guestions and answers. However, by assuming ttatveaa are
related to their questions through certain typesnglicit links, it
is theoretically possible to learn these links frexisting data e.g.
a gold standard corpus of question-answer painsl, taapply the
learned model for relating unseen questions tor thygpropriate
answers. Wang et. al. [7] showed that in a commu@®
situation textual mismatch between a question dasdpassage
candidates can be learnt by performing analogieasoning that



relates a question to its answer using textudisstal and social
elements features. Inspired by this work, in thaper we study
whether a question and its answer can be related) wsmple
word occurrence features, and whether this relatiomdel can
be applied to improve passage retrieval of “analsg@uestion-
answer pairs. We argue that in a QA passage ratrimantext,
words appearing in answers in analogous questism@npairs
can actually contribute some positive influencerépresent the
information needs that also appear in other passatpch have
some analogical or related features. This fact evaan extend to
closed class function words, i.e. stopwords, whach typically
removed in conventional IR systems. In our expenit@esetting,
an analogy is a measure of similarity between vwamrcurrences’
of related question and answer pairs. We use tkstigu-answer
pairs from the ResPubli@A2009 paragraph selection gold
standard as our training set, and the ResPubliQ 2@llection
as our testing data. Our previous work [8] showeat paragraph
selection is a challenging task and one of the austho improve
paragraph retrieval is by using word occurrencescantextual
information.

2. BAYESIAN ANALOGICAL REASONING
Wang et. al. employed the Bayesian Analogical Reiago(BAR)
framework that was originally introduced by Silva &. [9]. The
basic idea of BAR is to learn a prior from relatedjects
(question and answer pairs in our case), and upddteing the
retrieval process of a query to obtain a margirmrabpbility that
relates the query with the objects that has besmie

Assume there is a space of unseen funct'@as.\_,{Q]}. If two

objects,Q andA are members of a s8&t which are related by an
unknown functiorf(Q,A) = 1, what needs to be quantified is how
similar the functionf(Q,A) is to another unseen functigg. , .)
that classifies all pairs of(Q Al )D g as being linked

whereg(Q,A) = 1. The functiond(., .)andg(. , .)are unseen, and
thus we need a prior that will be used to integrater the
function space.

For each pail(Qi 0Q,A O A), there exists a retrieval result of
xi=[o,(@" A").. o, (a",al) defined by the mapping
®:QxA - O .

This feature space mapping computes-dimensional vector of

% Wordindex |
Qu-pairs
2009
Leared PHors
=
INDRI
Infral
——  Passage ———>
Question Ret. <ol

irpdietion”

attributes of the question answer paitsat is hoped to have a
relevant link prediction between the objects inphés.

If there is an unseen labkl, with i [ {0,1} as a predicted
indicator of the existence of a relation betwe@nand Al in a
learnt set. Then we will have a parameter vegas [@1“,@,(]*,

which could be learnt by performing the logisticgmession
model:

[P(L" =11 X",©)= rogistic (07 X" )|®)

wherelogistic(x)is defined agl + e*)™.

In the retrieval process, a query is compared byftimctions for
links predictions by marginalizing over the paraenstof the
functions. If we have S as the vector of link predictions for S,
then each./7 S has the valué = 1, indicating that every pair of
objects inS is linked. The final score of a retrieval process
indicating the order of predicted links between guery and the
related objects that has been learnt is computéalla®/s:

|score(Ai , Bi)z log P(Lij =1 X" ,S,L% = 1)— log P('—ij =1 X" )|(2)

Silva et. al. uses the variational Bayesian logistigression [11]
to compute this scoring function. See [10] for mhredamental
proofs and information retrieval scenarios.

3. EXPERIMENTAL SETTING

3.1 Methodology

We used the JRC-ACQUiSand EUROPARE document
collections that were suggested by the ResPublif@arazer. We
first created an index that was based on paragsegmentations
using the Indri indexing tools. In total this predés about 1.5
million indexed passages. Indri is a search entjiatis specially
designed for passage retrieval [12], thus we deehegapropriate
to the retrieval task in this study.

During the training set preparation, by using thesRubliQA
2009 gold standard, we built a binary word occureemdexing,
which indicates whether a word exists in a questieswer pair or
not. We have in total 5,671 word features thatpesent in 500
question answer pairs. Further preparation thatlkeas made for
this training set is to utilize the Singular Valle&composition
(SVD) matrix operation that is very effective inpdipations such
as Latent Semantic Analysis (LSA). We decomposedata into

. Binary word feaures
(5671 words) = SWD
| 25 fealvres

Rank pairs of

—s AB S =) —> amhﬁfm-

b

Query Modificetion |
Performance

BAR

Figure 1 Experiment Methodology



SVD 25-dim, in order to reduce the word featureaatisionality.
This SVD decomposition is the main feature for tivhole
experiments. The complete methodology of the wiealgeriment
can be seen in Figure 1.

After the data preparation, the training stage ésfggmed by
using equation (1) in section 2 above. After tlaning stage, we
performed a retrieval process by using the ResBR#blR010
questions as the query set. In total we have 2@3tmpns in the
test set. Each question will first be passed ih® Indri search
engine as a bag-of-words (BOW) query, and we cengfte top-
1 passage retrieval as the relevant candidate., Thee are 200
question-first retrieval pairs for all the quesBogeet. For each
extracted features from the question-first retigyairs, i.e. the
word occurrence, the BAR algorithm will compute thek pairs
of analogical set, based on the learnt priors lixygusquation (2).
These ranked pairs show the measure of “relatetinefssa
question in another set, i.e. the training set. Bing this
methodology, question type analysis, which is ugualerformed
in a QA pipeline to obtain and represent some &iion needs
[2], is replaced by the analogical reasoning atbami An
example of the overall process is shown in Table 1.

Table 1 Example of process in experiment

Initial
question
Top-1 Indri

Passage
Retrieval

“On what day did the Chernobyl nuclea
accident happen?”

“As someone who has reservatiops
regarding the long-term safety of nuclepr
power stations | am not entirely happy with
this report. | accept that those who work |in
the industry are dedicated professionals} |

accept accidents are few and far betwepn.
Yet the problem is the consequences when
there is an accident are potentially so
extreme. We cannot forget the nuclear
accident in the Urals revealed by Roy
Medvedev, the Three Mile Island accident
that involved the events of the film that went
on release only days before the accident, phor
the Tokaimura accident in Japan, nor finally
Chernobyl, whose consequences live with us
all today but most tragically have been
visited on the people and children living fin
the immediate vicinity or born to parents
who were there.”

12468 12 283236 48586168 73 97
108 133 168 185 195 200 220 233 267 274
367 406 437 441 498 561 577 598 599 646
648 665 892 895 959 978 1149 1174 1192
1246 1307 1361 1371 1412 1432 1703 1897
1953 2010 2232 2340 2348 2510 2516 2638
3723 4193 4240 4336 4394 4419 4468 4%33
4687 4816 4820 4821 4822 5205 5320 5358
5429

Which rivers were considered as a buffer
zone?

=

Extracted
word
occurrence
features

Best
analogous
question-
answer pair
from learning
set

The water catchment areas of the rivers
Gandarillas, Escudo, Miera y Campiazo are
considered as a buffer zone.

To evaluate the influence of analogical pairs ia @A passage
retrieval, we modified the initial query set, ithe BOW query, in
a number of scenarios as explained in the nexssgben.

3.2 Query Modification Scenario

As mentioned earlier in the paper, we argue that (A passage
retrieval context, words appearing in answers iral@ous
question-answer pairs may represent the informatieeds of a
query. This fact may even extend to stopwords.éxample, if a
guestion is related to locational attributes, &ghere is...?” or
“What is the address...?"it seems plausible that answers would
contain location prepositions suchatson, in, near, etc. This is
the type of knowledge that would typically be mahuancoded
in the form of question types and their expectesixan patterns.
However, in our approach, we hope to learn this ligiip
knowledge automatically through analogical reaspnaver an
existing collection of question-answer pairs. I fhis is termed
as utilizing existing knowledge to “bridge the lexi and semantic
gap”, i.e. when the relevant keywords in the cdratswer are
not found in the query, and thus the search erfgiieto retrieve
the correct passage. Thus, in our experiment wetate five
variants of query expansion modifications, as foio

1. Remove stopwords from the initial question, and &del
stopwords from the best analogous question, cosl€EA.

2. Unify all words from the initial question and theedt
analogous question, and then remove the stopwoatted
as QE2.

3. Unify all words from the initial question and thesdt
analogous question, coded as QE3.

Remove stopwords from the initial question, code@&4.

5. Remove stopwords from the initial question, and #alel
stopwords from the best analogous answer, cod€E&s

By performing these query modifications, we tryetealuate how
the information needs are maintained by using therdw
occurrences’ in the best analogous question-anpagr We

consider that all words in a question will be inpok to form

some information needs and not only on specifim¢eduring

passage retrieval, hence the modifications tometad/or remove
stopwords.

Referring to the example from the previous subeactif we
perform the five query modifications above to thigioal query,
we will obtain the queries as shown in Table 2. eNdtat he

Table 2 Example of query modifications

Initial / | on what day did the Chernobyl nuclear accidém

baseline happen

QE1 chernobyl a which accident as nuclear déy
happen were

QE2 zone buffer nuclear day rivers chernok'ﬂ
accident considered happen

QE3 the a which zone did buffer on nuclear dﬁg
rivers chernobyl what accident as conside
happen were

QE4 day chernobyl nuclear accident happen

QE5 day chernobyl nuclear accident happen the Ar&
ofas a




Table 3 MRR Performance

ResPubliQA Question Type Baseline QE1 QE2 QE3 QE4 ED
Definition 0.31 0.24 0.10 0.10 0.27 0.26
Factoid 0.55 0.48 0.40 0.34 0.5 0.46
Reason / Purpose 0.64 0.56 0.45 0.45 0.63 0.6[L
Procedure 0.38 0.38 0.25 0.27 0.37 0.37
Opinion 0.52 0.51 0.51 0.3¢ 0.60 0.54
Other 0.59 0.52 0.44 0.44 0.56 0.4p
Overall 0.50 0.45 0.36 0.32 0.49 0.46
sequence of words in a query is not considered rutheéebag-of- performance, with an overall score of 0.50, anchedbrms the
words (BOW) retrieval model. other query modification scenarios in all but onestion type.
The single exception occurs for the ‘Opinion’ qimsttype,
3.3 Performance Evaluation where it can be seen that QE4 has the best penfoemaE4

To measure the passage retrieval performance, wehgsmean ~ COfresponds to the common practice of extractintpvant
reciprocal rank (MRR), which is defined as: ‘keywords’ from the question by removing stopwords.

MRR :izN 1 |3 4.2 Positive Influence
N “i=Lrank i Table 4 gives the number of positive influencest thas been
— made for each query modification against the basel positive
where: influence means that a query modification improthes rank of

) the correct passage in the retrieval results,Xanple:
N = number of questions;

Initial what approach does the montreaRelevant
rank_i = the rank of the relevant answer of questiom the question | protocol take towards the productignpassage ~ at
top retrieval results. If no relevant answer is refig in of bromochloromethane Rank 2
the topn retrieval, the reciprocal rank value will be set0a -

QE1 the protocol montreal system whichRelevant

Since a question can only have one relevant anawesciprocal on shall production be approachpassage at
rank can also be considered as the precision effiaval task. We bromochloromethane Rank 1

use the tof20 passages retrieved for performance evaluation. The

bag-of-words queries are used as the baseline rpafee and

will be compared with each of the five query maatifion It can be seen in Table 4 that QE4 gives the hesstitr with 29
scenarios. rank improvements out of 200 questions, with QE& hest with

21 improvements.

4. EXPERIMENTAL RESULTS . .

_ 4.3 Discussions
4.1 MRR Evaluation Considering these results, QE2 and QE3 certainlgldyi
The MRR performance for each query modificationwat as the significantly worse results. It seems that usingdgofrom the

baseline query, can be seen in Table 3. Fromdbie tve can see  question part of the analogous question-answerduas not help
that the MRR of the baseline query retrieval has thest bridge the lexical gap.

Table 4 Number of Positive Influence

ResPubliQA Question Type QE1 QE2 QE3 QE4 QE5
Definition 1 1 0 3 4
Factoid 5 4 2 4 3
Reason / Purpose 4 2 1 6 3
Procedure 5 4 2 7 7
Opinion 2 5 0 7 4
Other 1 0 0 2 0
Overall 18 16 5 29 21




In theory, QE5 should be able to bridge this gape Tontent
words from the original question should capture thébject
material that is being queried, e.g. the Chernabgident, and the
words from the answer of the most analogous QA phould
provide the information needs. The crucial factoowever, is
which of these words best convey these needsethselear that
content words from an analogous answer are irratevaoking
at the example in Table 1, it is clear that theaphs“water
catchment areas”and “buffer zones” serve no purpose for
querying the Chernobyl accident. However, by takitige
simplistic approach of only retaining stopwords, Tiable 2 we
can see that the resulting words #re, are, of, asanda, which
do not seem to capture any specific informatiordn@&us, more
sophisticated linguistic features should be employ&nother
aspect to be tried is not to utilize the featurethe single most
analogous QA pair, but to instead aggregate pattieom then-
most analogous QA pairs, as recurring patterns dvoulicate an
indicative feature of the information need.

Some other minor observations that can be madedlyzng the
results in Tables 3 and 4 are as follows:

1. Passage retrieval
(baseline) and by removing the stopwords (QE4) have
comparable rank arrangement.

2. It seems that if we replace the stopwords in theelize
query with other stopwords from the best analogpuestion
(QEL), the passage retrieval still have comparedsdalts. In
this sense, the information needs of a question stite
maintained by replacing them with the stopwordsnfrine
best analogous question.

3. The performance of retrieval results will be facamsed if
many unrelated words, which are not considered
information needs, are included in the query, @gssted by
the results of QE2 and QE3.

4. The ‘Definition’ question type is the most difficujuery
type to handle, with the smallest number
occurrences’ overlapping in a question answer paiother
words, definitional questions have the most textoaimatch
between the question and the answer. For example:

Question What is an SME?
Relevant
passage fewer than 250 employees and a turnover ot

(70%) in the European Union,

5. CONCLUSIONS

Our conclusions during this study can be summargzefbllows:

1. By replacing some stopwords with other words frow best
analogous pair, the information needs of a questam still
be maintained.

2. The rank improvements during passage retrievalnaostly
influenced by the stopwords that included in thestion
answer pairs.

by using the whole question words

of word

exceeding EUR 50 million, account for 23 millipn
enterprises (99% of the total) and 75 million jobs

3. By using analogical reasoning the role of questigpe
analysis can be reduced. The predicted relatiowdsst a
question and its answer has promising features alsd
relates how a question should be answered.

&>

investigated as future works to develop a moreinigodel in
passage retrieval for answering a question, suchwesd
statistics, word position or textual entailmenttfeas for
answer validation process.
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